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STATE OF NEW MEXICO
BEFORE THE ENVIRONMENTAL IMPROVEMENT BOARD

IN THE MATTER OF PROPOSED REGULATION
20.2.350 NMAC - GREENHOUSE GAS CAP AND
TRADE PROVISIONS No. EIB 10-04 (R)

REBUTTAL TESTIMONY OF ADAM ROSE

In this rebuttal testimony I will address certain aspects of the testimony submitted
by Dr. Darek Nalle (PNM), Dr. Anne Smith (Tri-State), Drs. Terry Crawford and Jay

Lillywhite (City of Farmington), Mr. Paul Bachman (NMOGA), and Mr. Jack Ihle (SPS).

L. REBUTTAL TO TESTIMONY OF DAREK NALLE

Dr. Nalle concludes that the NMED's proposed climate policy proposal will lead
to a 0.30% to 0.62% reduction in gross state product (GSP) and a reduction of 0.31% to
0.66% reduction in employment in New Mexico. These GSP estimates are within the
range of three of the seven policy scenarios simulated in my study "Macroeconomic
Impacts of the New Mexico Cap-and-Trade program on the state's economy: A REMI
Analysis." One of the scenarios we simulated resulted in employment losses as high as
0.26% (see Table ES-2).

While I noted that most likely outcome of the proposed policy would be slightly
positive--on the order of 0.13 to 0.17% in GSP and 0.18 to 0.22% in employment (see
Table ES-2), these results are still very close to the numerical losses projected by Nalle.
Thus, the results of the two studies are well within the empirical margin of error in

evaluating such complex issues.
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Let me address the following statements in Nalle's testimony:

NALLE'S STATEMENT:
First, the NMED analysis includes questionable assumptions that obscure
the cost to New Mexico. The NMED's analysis inappropriately mixes
economic benefits from complementary policies with the economic costs
of a cap & trade program. This practice masks the costs of the cap & trade
program. (Nalle at 4, 11. 5-8).

RESPONSE: This issue will be addressed by the rebuttal testimony of Sandra Ely.

NALLE'S STATEMENT:

The supply-side energy assumptions in the analysis appear too optimistic,

resulting in declines in energy prices that are not found in other analysis of

cap & trade programs. It is noteworthy that NMED's analysis finds lower

energy prices despite the application of a price on GHG emissions and the

cost of cleaner energy supplied investments. (Nalle at 4, 11. 12-16).
RESPONSE: Our estimates of price reductions of electricity differ from most other
studies in that we assume, in a manner consistent with the NMED proposal, that emission
allowances will be granted without cost. Under an auction scenario, there is a
justification for a price increase to be approved by a public utility commission due to the
expenditure on allowances by emitters. In the free-granting case, there is not. Costs
increase only as a result of steps taken by emitters to reduce emissions. ENERGY2020
identifies several low-cost and even cost-saving methods to do so. Thus, there is only a
slight upward shift in the electricity supply curve. At the same time, ENERGY2020
projects a significant reduction in demand for electricity because of energy efficiency
improvements. This downward shift in demand places downward pressure on electricity

prices. The interaction of supply and demand results in an overall decrease in electricity

prices in most of our scenarios, because of the dominance of demand-side effects.

ROSE REBUTTAL TESTIMONY PAGE 2
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However, there were two scenarios in which we also projected the possibility of

electricity price increases.

NALLE'S STATEMENT:
The NMED analysis shows that New Mexico’s covered entities will be
purchasing more than 50% of their emissions reductions through
allowances and offsets form other states. (Nalle at 5, 11. 2-3).

RESPONSE: These allowance purchases will be less expensive than the alternative of

New Mexico undertaking emission reductions on its own.

NALLE'S STATEMENT:
Finally, the NMED proposal is likely to result in economic leakage or loss
of industries and jobs to other states without similar state-level caps. All
of in-state industries are projected to be adversely affected by the cap,
including net losses of green jobs. (Nalle at 5, 11. 11-13).
RESPONSE: Our analysis shows that few industries are likely to lose jobs as a result of

the proposed rule. Moreover, there is no indication that any green jobs, in particular, will

be lost.

NALLE'S STATEMENT:

Rose testimony (RT) uses one of the major, commonly-used, input-output

(I-O) economic models for regional economic analysis. (Nalle at 5, 11. 6-

7.
RESPONSE: The Regional Economic Models, Inc. (REMI) Policy Insight Plus (PT")
Model is not just an input-output model. It is a complex multi-faceted model. For

example, it includes a full-blown labor/demographic model that captures non-linear

supply and demand forces that are brought into equilibrium by changes in the wage rate.

ROSE REBUTTAL TESTIMONY PAGE3
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It allows for substitution between labor, capital, and energy aggregates through a Cobb-
Douglas production function. It also includes features of regional competitiveness by
assessing the relative prices of domestically produced and outside competing products.
The I-O analysis used by Nalle is a rudimentary tool that is nowhere as sophisticated and

capable of accuracy as a model such as REML

NALLE'S STATEMENT:
However, the RT's assumptions drive its results...yet the RT does not
estimate cap & trade regulation in and of themselves [sic]. Intertwined in
all its scenarios are outputs from the ENERGY2020 model and the
assumed implementation of complementary policies (CP), which stand for
the mass negative statewide impacts of the proposed cap & trade
regulations. (Nalle at 6, 11. 15-21).
RESPONSE: Yes, our analysis does use the ENERGY2020 model results, which were
commissioned by the Western Climate Initiative (WCI). The WCI vetted these results
through public meetings and comment periods. The rebuttal testimony of Karl Hausker

will address the soundness of the ENERGY2020 analysis and its consistency with the

analysis in my report.

NALLE'S STATEMENT:

In fact, if all of the RT’s assumptions came to bear, then this testimony
would concur with that of RT. (Nalle at 6, 11. 11-13).

RESPONSE: This is not the case because the REMI Model and the EMSI Model differ
in major ways. I-O is the most basic of all macroeconomic models. It is essentially a
linear model of all purchases and sales between sectors of an economy, based on the

technological relationships of production. It is thus static, linear, and lacks any

ROSE REBUTTAL TESTIMONY PAGE 4
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behavioral content. It also ignores the role of markets and prices. Moreover, I-O analysis
is uni-directional, which means that if a negative, or cost-incurring mitigation option, is
injected into the model, the macro impacts will automatically fall in the same direction.
No offsetting factors, such as price changes or input substitution that might lead to more
sophisticated assessment. Early in my career I employed I-O analysis in my research, but
found it unsatisfactory for sophisticated work involving behavioral responses, the
workings of markets, and major macroeconomic interactions. Although I became a
leading authority in the field (NMED-Rose Rebuttal Exhibit 1), I only use I-O in the most
dire circumstances in which budgets and time are limited, and then acknowledge the

model's severe limitations in presenting my results.

NALLE'S STATEMENT:

To have confidence in the RT’s results, one must accept a host of
assumptions—some of which may be heroic. (Nalle at 7, 11. 1-2).

RESPONSE: The validity of the assumptions relating to the ENERGY2020 input data

are substantiated by the testimony by Dr.Hausker.

II. REBUTTAL TO TESTIMONY OF ANNE SMITH

Anne Smith’s main point can be summarized in her statement, "When the effects
of policies that are not included in the NMED proposal are removed from Rose’s and
Hausker’s respective analyses, one can observe that rather than the NMED proposal
having economic benefits, NMED’s own economic experts are projecting negative
economic impacts for the cap-and-trade elements in every scenario they have considered”

(p- 3,11.12-16). This contention is based on two erroneous premises: (1) Complementary

ROSE REBUTTAL TESTIMONY PAGESS



10

11

12

13

14

15

16

17

18

19

20

21

22

Policies (CPs) are not part of the NMED policy proposal; and (2) we have modeled Cap-
and-Trade (C&T) incorrectly. Karl Hausker’s testimony addresses the first premise.

Here, I will focus on the second premise.

Q. SMITH ASSERTS THAT THE ECONOMIC BENEFITS OF CPS ARE
NOT WELL-ESTABLISHED BY MAINSTREAM ANALYSIS (p. 1, 11. 1-2).
DO YOU AGREE?

A. No. There is an increasing awareness that many mitigation options represent cost-

savings. This awareness is reflected in the reports of the IPCC, the findings of

stakeholder groups in 16 states (Center for Climate Strategies, 2010;

http://www .climatestrategies.us/ewebeditpro/items/025F23386.PDF), and the research of

mainstream economists such as Professor James Sweeney of Stanford University.

Q: SMITH ASSERTS THAT YOU AND DR. HAUSKER USED DIFFERENT
SETS OF ENERGY 2020 MODEL RUNS, MAKING IT IMPOSSIBLE TO
COMPARE OR TRACE YOUR RESULTS. DO YOU AGREE?

A: No. The Energy 2020 model runs are essentially the same. My analysis performed

a bounding analysis around the $33/ton runs performed by Dr. Hausker.

Q: SMITH ASSERTS THAT BECAUSE YOUR MODEL IS DIRECTLY

LINKED TO THE OUTPUTS OF DR. HAUSKER'S MODEL, YOUR

MODEL MERELY TRANSLATES THE FINDINGS OF DR. HAUSKER'S

ROSE REBUTTAL TESTIMONY PAGE 6
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MODEL INTO POSITIVE OR NEGATIVE IMPACTS TO

MACROECONOMIC VARIABLES (p. 5, fn. 3). DO YOU AGREE?
A. No. REMI is a sophisticated model that does not yield as mechanical a set of
results as conjectured. REMI contains many interacting macro relationships. For
example, my report reflects both positive and negative macro impacts for the range of
policy cases that do not mimic the outputs of Dr. Hausker's Energy 2020 runs. See also
the results of my reports on the different policy options analyzed with REMI for the
states of Pennsylvania, Michigan and Wisconsin as well the REMI website

(http://www.remi.com/index.php?page=model&hl=en_US).

Q: SMITH ASSERTS THAT YOU ERRED IN SUGGESTING THAT THE
$5/TON CASE APPROXIMATES THE NMED'S PROPOSED POLICY (p.
10, 11. 27-30). DO YOU AGREE?

A: No. The $5/ton case is the closest approximation available for analyzing New

Mexico's free-granting policy. There is some ambiguity at this time in just how other

WCI states will allocate their allowances—auction or free.

Q: SMITH ASSERTS THAT YOUR STATEMENT REGARDING ENERGY
2020'S ABILITY TO PREDICT THE IMPACTS OF FREE
ALLOWANCES CONTRADICTS THE WCI MODELING EFFORT (p. 10,

11. 10-15). DO YOU AGREE?

ROSE REBUTTAL TESTIMONY PAGE7



10

11

12

13

14

15

16

17

18

19

20

21

22

23

A: No. This is a misrepresentation of the my testimony. My point refers not to
limitations of the Energy 2020 model, but to the fact that a simulation of the free-granting

case was not available.

Q: SMITH ASSERTS THAT MY CONCLUSION REGARDING THE
EFFECT OF FREE ALLOWANCES CONTRADICTS THE WCI
MODELING EFFORT AND IS INCONSISTENT WITH ECONOMIC
THEORY AND EMPIRICAL ANALYSIS OF EMISSIONS TRADING
POLICY (p. 10, 1I. 15-23). HOW DO YOU RESPOND?

A: Granting free allowances is likely to result in a zero cost pass-through to customers

of electric utilities in the current regulatory environment. Imagine a utility approaching a

public service commission and asking for a rate hike on the basis of the “opportunity

cost” of the allowances. Many policy analysts, state government officials, and public
service commissions have expressed their resistance to the standard argument in
economic theory that the opportunity cost of the allowance should be included in the

price of the final good or service being produced (see, e.g.,

http://docs.cpuc.ca.gov/word pdf/FINAL_DECISION/ 92591.pdf). That argument is

based solely on the criterion of economic efficiency, and there are several other worthy
policy criteria to consider, such as equity or fairness. Most impartial observers would
consider giving a utility a potentially valuable asset and then granting the utility a price
increase when the utility claims this asset as a cost rather than a gain quite objectionable
in the broader context of public policy. Not allowing the utility to pass on the opportunity

cost to customers keeps electricity prices low and protects low-income consumers, for

ROSE REBUTTAL TESTIMONY PAGE 8
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example. Note that in the free-granting case, our analysis does allow the utility to pass on
the cost of compliance to customers. But it does not allow any of the difference between
mitigation costs and allowance price (the remaining opportunity cost) to be passed
through to the customer. In the case of sectors other than utilities, such as the oil and gas
industry, free allowances are often justified on equity grounds of transition assistance and
preservation of competitiveness. The latter cannot be realized by firms that compete in
national and international markets if they raise their prices on the basis of opportunity

cost

Q: SMITH ARGUES THAT "REAL WORLD EMPIRICAL EXPERIENCE
WITH ACTUAL TRADING SYSTEMS" CONTRADICTS YOUR
"IMPLICATION THAT FREE ALLOCATIONS DRIVE ALLOWANCE
PRICES TO ZERO" (p. 11, 1L. 2-5). DO YOU AGREE?

A: No. The issue is not the allowance price, but rather the extent to which the

opportunity cost of allowances can be passed on to customers and consumers.

Q: SMITH CONTENDS THAT THE OPPORTUNITY COST DOES EFFECT
THE ECONOMIC ANALYSIS (p. 11, . 21-26). WHAT IS YOUR
RESPONSE?

A: The assumption that the free-granting of allowances would not, by itself, affect

the price of products in those sectors receiving free allowances is not inconsistent with a

market being formed for allowances at a positive price.

ROSE REBUTTAL TESTIMONY PAGE Y
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Q: SMITH CONTENDS THAT I CONFUSE ALLOWANCE PRICES FACED
BY COMPANIES WITH THE PASS-THROUGH OF ALLOWANCE
PRICES TO CONSUMERS BECAUSE SOME COMPANIES MAY USE
THE FREE ALLOWANCES TO AVOID PASSING THROUGH THE
MARKET PRICE OF ALLOWANCES THEY MUST PURCHASE (p. 12, 11.
14-18). HOW DO YOU RESPOND?

A: Smith is now agreeing with me. This is exactly what I have been saying all along.

I never claimed that the market price of allowances would be zero; my emphasis was on

the cost pass-throughs.

Q: SMITH ARGUES THAT "WHEN THE CONSUMERS DO LESS THAN
WOULD BE OPTIMAL UNDER FULL PRICE PASS-THROUGH, MORE
EMISSION REDUTIONS HAVE TO OCCUR ELSEWHERE IN THE
ENERGY SYSTEM, AND THAT MEANS THE ALLOWANCE PRICE
WILL HAVE TO BE HIGHER THAN IT WOULD HAVE BEEN
WITHOUT THE FREE ALLOCATIONS" (p. 12, fn. 14). WHAT IS YOUR
VIEW?

A: It is not clear that consumers will do less than optimal. Moreover, not allowing

opportunity costs to be passed through will mean less price pressure on customers. This

is likely to involve a larger cost break to the customers of firms that receive free-granted
allowances than any price increase on allowance purchases even at the higher price
suggested by Dr. Smith. The number of free-granted allowances will far exceed the

number of allowances that are traded by New Mexico entities under the proposed policy.

ROSE REBUTTAL TESTIMONY PAGE 10
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Q: SMITH ASSERTS THAT YOUR ANALYSIS IS FLAWED BECAUSE YOU
ASSUME THAT ALLOWANCE PRICES WOULD BE REDUCED BY
THE NMED'S PLAN FOR FREE ALLOCATION (p. 13, 1i. 6-8). HOW DO
YOU RESPOND?

A: As I stated earlier, my analysis does not imply a reduction in the market

allowance price.

Q: SMITH SUGGESTS THAT YOUR TABLE ES1 CONTAINS A
TYPOGRAPHICAL ERROR FOR THE GSP ESTIMATE FOR THE
CAP20+CP CASE. (p. 20, fn. 25). IS THIS TRUE?

A: No. Smith misreads Table ES1. The numbers in the first two numerical columns

are for different time periods. The GSP impacts in terms of a change in its level are for

the entire policy horizon of 2012-20, while the percentage change is listed only for the
last year, 2020. It is possible for the net change over eight years to be positive, while the
change for any single year is negative. This seemingly awkward presentation is
necessitated by the difficulty of providing a meaningful percent change for the net
present value of changes in the level of impacts, and the state's interest in providing

additional information for the end year of 2020.

Q: SMITH ASSERTS THAT YOU HAVE CLAIMED THAT NEW MEXICO

BUSINESS WILL NOT FACE AN ALLOWANCE PRICE UNDER

ROSE REBUTTAL TESTIMONY PAGE 11
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NMED'S FREE ALLOCATION PROPOSAL (p. 22, 1. 22-23). IS THIS
TRUE?
A: No. This is a misrepresentation of my analysis. A market can be established in
New Mexico alone or in the context of the broader WCI that would, of course, need to

have a positive allowance price.

Q: SMITH COMPLAINS THAT "LAWMAKERS" DISTORT THE MARKET
BY IMPOSING REGULATORY MANDATES (p. 26, 11 27-30). HOW DO YOU
RESPOND?
A: It is not clear whether Smith is complaining about the NMED proposal for a cap-
and-trade program or just voicing a philosophical position. Regardless of the context,
however, Smith ignores the existence of market failure, which inhibits the attainment of
the most efficient outcome. We should not settle for a failed market outcome, and
government policies provide an important complement to market mechanisms in

achieving environmental goals.

Q: SMITH ASSERTS THAT "UNLESS THE COMPLEMENTARY
POLICIES CORRECT MARKET FAILURES WITHOUT IMPOSING
ADDITIONAL COSTS, THEY CAN ONLY SUBSTITUTE MORE
COSTLY GHG CUTS FOR THOSE THAT COULD HAVE BEEN MADE
AT LOWER COST (p. 27, 11. 5-9). DO YOU AGREE?

A: This argument is incorrect if the marginal cost curve of complementary policies is

lower than the marginal cost curve of price-responsive policies, or when price-responsive

policies are exhausted.

ROSE REBUTTAL TESTIMONY PAGE 12
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III. REBUTTAL TO TESTIMONY OF CRAWFORD AND LILLYWHITE
The analysis by Crawford and Lillywhite (C&L) is far too cryptic to be useful:

* Basic variables are not defined in Table 1.

Basic data from Weaver and Michel' are not explained.

There is no explanation for how the key variables are incorporated into the
analysis.

* There is no consideration of mitigation cost savings or technological change.

C&L use multipliers from an input-output (I-O) model to evaluate the proposed
rule. I-O is the most basic of all macroeconomic models. As explained in my rebuttal to
the Nalle testimony, I-O analysis is a poor choice for sophisticated work and suffers from
severe limitations.
I-O is not appropriate for analyzing the macroeconomic impacts of climate change
policy. Here, C&L appear to have used the crudest form of the model - simple impact
multipliers from the Impact Analysis for Planning (IMPLAN) System. One rhajor flaw of
the IMPLAN multipliers is that they tend to err significantly on the high-side for small
regions because of their implicit assumption that capital-related income generated in a
county or state is paid to and spent in that same geographic area. Significant leakage
arises because of absentee ownership of natural resources and businesses. The income
payments are thus "transboundary flows" that leak out of the multiplier process. For
example, C&L ascribes a multiplier of 1.6974 to the Oil and Gas Industry in San Juan
County, which is inordinately high for that small a region. I have done a detailed study

of this general topic in my paper “Transboundary Flows of Capital-Related Income,”

! I have been informed that Mr. Michel is not a Department witness, and his statements are not testimony
in this proceeding.

ROSE REBUTTAL TESTIMONY PAGE 13
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published in The Journal of Regional Science, the leading academic forum in this field.

NMED-Rose Rebuttal Exhibit 2.

IV.  REBUTTAL TO TESTIMONY OF PAUL BACHMAN

Mr. Paul Bachman uses a combination of two models to perform an analysis of
the macroeconomic impacts of the proposed rule, but neither model is calibrated to New
Mexico-specific data. Moreover, neither model should be considered adequate to the task
at hand.

The RICE model was developed by Richard Nordhaus, a prominent economist, to
examine broad-brush issues relating to climate change policy at the regional and
international levels. As a regionalized world model, RICE must be down-scaled using
the "Other High-Income Region" consisting of the U.S. and other countries such as
Australia, Canada, Hong Kong, South Korea, Macao, New Zealand, and Singapore. The
model also is highly aggregated in terms of the number of sectors and economic
interactions. As a result, "down-scaling" the RICE model to an individual state such as
New Mexico goes beyond sound modeling practice.

RICE is designed for long-run projections out to the year 2100, and is run in 10-
year increments; hence Bachman's use of the results for 2025. Typically, the model leads
to estimates of carbon taxes or allowance prices higher than the average of climate policy
impact models (see, e.g., the recent IGCC reports).

Bachman also used a computable general equilibrium (CGE) model in its
analysis. However, Bachman does not have a New Mexico version of the model, and

thus was forced to use models for five other states, none of them resembling New
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Mexico, to draw inferences about the proposed rule. See Bachman at 10, 1. 3-10
(admitting the significant limitations of not using a New Mexico-specific model).

While CGE is a powerful tool in general, its crude application to evaluating the
macroeconomic impacts of climate change policy has been challenged in many contexts.
CGE's shortcomings include:

. Limited data inputs.

. Borrowing elasticities of substitution and other import parameters from
the general literature rather than estimating them for the region in question.

. Assuming the economy is always in equilibrium and all economic
decision-makers are maximizing their behavior.

Moreover, Bachman's testimony in this case is too cryptic to evaluate the details
of his model but his previous applications of the CGE model to climate change policy
typically incorporated only a limited number of mitigation options, and the major one
modeled is the substitution between inputs such as inter-fuel substitution among fossil
fuels. The model did not include the potential role of renewables and other types of
technological improvements. In addition, there is no specification for energy efficiency
improvements (a major category of conservation). Thus, all responses in the model are
biased - they are all modeled as cost-incurring. As a result, there is no possibility of a
cost-saving option in the model.

I recently undertook a study of more than three dozen models used to estimate the
macroeconomic impacts of climate change policy. NMED-Rose Rebuttal Exhibit 3..
Using a sophisticated statistical analysis, I found that the major factor influencing the

results was whether the direct cost of mitigation was modeled as being positive or
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negative. Thus, it is not surprising that Bachman projects negative impacts of climate
change policy in every state that it has conducted an analysis.

Bachman's sensitivity analyses appear to be especially crude - the high and low
estimates are exactly 50 percent above and below the base results. This is curious in a
basically non-linear model, and implies that the sensitivity analyses were not really run
through the model, but simply done through a back of the envelope calculation with the

final results.

IV.  REBUTTAL TO TESTIMONY OF JACK IHLE

Q. MR. ITHLE ASSUMES THAT BECAUSE OTHER ANALYSES OF GHG
CAP-AND-TRADE PROGRAMS FORECAST INCREASES IN
ELECTRICITY PRICES, THE DEPARTMENT'S PROPOSAL ALSO
WILL INCREASE SUCH PRICES (p. 8). HOW DO YOU RESPOND?

A. The free granting of allowances will help relieve upward pressure on electricity

prices in New Mexico. The New Mexico case differs from other legislation referred to

by Ihle, which include a significant amount of allowance auctioning. Moreover,
efficiency improvements in electricity use will shift the demand curve downward, and if

these cost-savings are relatively large, they could lead to price decreases.

Q. MR. IHLE QUESTIONS YOUR RESULTS SHOWING LOWER

ELECTRICTY PRICES IN THE REFERENCE CASE AND CITES
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OTHER STUDIES WITH DIFFERENT CONCLUSIONS. (p. 13-14). HOW

DO YOU RESPOND?
A. Again, there is a major difference between my analysis and the ones cited by Ihle.
In my analysis, granting free allowances is likely to result in a zero cost pass-through to
customers of electric utilities in the current regulatory environment. Not allowing the
utility to pass on the opportunity cost to customers will keep electricity prices low and
protect low-income consumers, for example. Note that while the free-granting case does
not allow the utility to pass on the cost of compliance to customers, it does allow any of
the difference between mitigation costs and allowance price (the remaining opportunity
cost) to be passed through to the customer. Still this factor is offset by the downward

pressure on electricity prices stemming from energy efficiency improvements.

Q. HOW DO YOU RESPOND TO THE ASSERTION THAT ALLOWANCE
ALLOCATION METHODS DO NOT ALTER THE ALLOWANCE PRICE
BECAUSE MARKET PRICES ARE DETERMINED BY THE COST OF
EMISSION REDUCTIONS? (p. 14-15)?

A. T agree that the costs of actual mitigation will affect prices. However, most of the

price increases in some studies cited by Ihle also pass along the opportunity cost of free

allowances (see also the testimony by Anne Smith).
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5. Sce Statistical Office of the European Communities (1979), No. 267.

6. See also the considerntions of the United Nations on the breakdown of inputs of the sectors

according 10 functions (among others current production, environmenta! protection, re-

search): Unired Nations (1975).

For the recording of assets see Schifer (1986).

. There ere at present no data available on § | envir J protection services of
agriculure, trade, transport and other service eaterprises. They are however of only minor
quantitative importance.

9. For other categories of defensive expenditure that could be idered in the comy
of o welfarc measure, see Letpert (1984), NNW Measurement Committee {1973) and
Nordhaus & Tobin (1972).

10, Sec Samuelson (1962), p. 33 f.

11, See Nordhaus & Tobin (1972); NNW Measurement Committee (1973).

12, The avthors are obliged to U.P. Reich and A. Ryli for clarifying discussions on this subject,

13. See Stahmer (1986), p- 104 {1, -

o® -3
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Input-Output Analysis: The First Fifty Years

ADAM ROSE & WILLIAM MIERNYK

‘Input~outpur economics is that rara avis in economics, a genuinely new and original
idea. It was nor without precursors and Leomtief has aleeays been ar least adeguately
generous in acknowleding them. . . . The fundamenal discovery thar distinguished Leon-
tief’s work from that of all his predecessors is that it was practical 10 calculate the
input~ousput coefficients from recorded daia, 10 perform the necessary algebraic manipu-
lations, and 1o use the results 10 answer a wide variety of practical economic questions’
(Dorfinan, 1973; pp. 430-31 )-

1. Introduction

It has been a half-century since Wassily Leontief published his article on ‘Quantitative
input-output relations in the economic system of the United States' (Review of
Economic|s and) Statistics, August 1936). This was the beginning of what has become 2
major branch of quantitative economics.

Conditions for launching a radical new method of economic analysis were far from
auspicious. Keynes had just published 7he General Theory, and economists were
heavily involved in Keynesian exegesis. There was, in addition, a heavy emphasis on
policy as economists sought 10 understand the canses of, and prescribe a cure for, the
Great Depression.

World War II did much to validate some of the Keynesian hypotheses, and it
quickly eliminated the ployment which had woubled economists for a decade,
Many, however, were not convinced that the root causes of the depression had been
extirpated. There was concern that when the war ended, large-scale unemployment
would recur. This led a group of economists in the Bureau of Labor Statistics o
consider how input—omput (1-0) analysis might contribute to the goal of a full
employment policy. Leontief served es an adviser to this group, and s series of articles
on postwar employment prospects was one result of this study. Another result was the
1947 1-O tables—the first large-scale tahles to be published. Beginning in 1958,
additional tables have been constructed, at approximately five-year intervals, by the
Bureau of Economic Analysis of the US Department of Commerce.

Interest in input-output analysis spread rapidly afier World War II. Today,
virtpally all developed nations, and many developing countries, maimain sets of -0
accounts to complement their aational income accounts. 1-O is used in cemrally-
planned societies as well as those that profess 1w be guided by the dictates of the
marketplace.
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One characteristic of the input-output model is its versatility. It is, for example,
probably the most widely used method of regional analysis. Small-area I-O models, at
the county or community levels, also have been constructed. A few interregional or
multiregional models have been developed. At the other extreme, Leontief and several
associates have constructed a global model in which blocs of countries are considered
ta be ‘regions'.

Many early, applications of the inpnt~output method dealt with the broad area of
economic development. The Bexibility of the model made it ideally suited for both the
simulation of cconomic development and, where data permitted, the construction of
tables for the measurement of income and employment multipliers. In recent years,
however, there has been growing concern ] ists with the consequences of
economic development. Environmental economics, a relatively new offshoot with close
ties to ecology, has become an area of major interest. Also, since the 1970s, the system
has been applied 1o a variety of energy and resource issues, Far from being an
inflexible and limited model, as early critics implied, the I-O system has proved to be
flexible and verzatile.

Input-output practitioners are keenly aware of the difficulties involved in the
empirical application of the model. It requires masses of data, and a major gap in the
data-collection procedures of most nations is the failure to collect information on
interindustry and interstate (or interregional) transactions. Practitioners have been
forced to rely on expensive surveys or on a variety of ‘short-cut’ methods for
estimating these transactions. The paucity of published statistics that lend themselves
to I-O applications has no doubt retarded the growth of this feld.

This review is organized into five major parts. We begin with a presenration of the
basic I-O model and a discussion of the major assumprions upon which it is based. We
then discuss some of the misconceptions about the model, including a discussion of
how the fixed-coefficient assumption is not as restrictive as many critics have
suggested. A large section of the paper presents the many conceptual extensions of the
basic 1-O model that have significantly broadened its scope. An even larger section is
devoted 10 a di ion of the areas of application of I~O models and the
insights these applications have provided. The final major section of the paper focuses
on data requirements and methods of construction for the pumerous empirical 1-O
models at the national and regionsi levels.

2. The Basic Model

The static, open I-O model is based on a table of purchases and sales between sectors
of an economy, or transactions table. This table can be &xpressed as a system of
accounting identities:

X=X +Xpt ..+ Xyt Yi(i=1...n) [¢)]
where

X; = total gross output of sector i,
Y; = the final d d for the products of sector i,
Xy = the sales by sector i 1o each of the endogenous sectors j.

Three assumptions engble equation (1) w0 be converted into a model capable of
analysis and prediction. They are that: (a) each commedity or service is provided by 8
single production sector, and that there are no joint producis; (b} each sector's inputs
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bear a direct proportional relationship to that sectors’ outpug; and (¢} there are no
external ies or di i

Assumption (b) may be written as:
Xy=ayX, @
Substituting (2) in equation (1) yields the basic 1-O mode]:

k.l.M..=§+f..n_:.5 o
The endogenous elements of (3) may be rewritten as:

i X

d Ld S 4)
the model’s ‘technical coefficients’,

The balance equation can also be writien compacuy in matrix notation as:

X=AX+Y )

Solving for annual gross output needed to deliver that exogenously given set of final
demands yields:

X =~y (6)

q.En.&ﬂnS is subject 10 two mathematical constraints. First, no column sum of the 4
matrix can be greater than unity and-at least one column sum of the 4 matrix must be
less than one; and, second, there may be no negative elements in the Leontief Inverse,
Ql.mvr_. The latter is the major implication of the Hawkins-Simon (1949) condition,
Since technical coefficients were computed for processing sectors only, and these
sectors excluded such final payments as taxes, imports, and in the usual case

households, the first constraint posed no problem. A negative element in the n.ogc.om
inverse would mean that as a sector expanded its output, ceterss paribus, it would
require fewer and fewer inputs. Thus if either of these two conditions are violated,
either the equations bave been umproperly specified or there have been computational
crrars in obtaining the solution.

Even the basic version of the IO model has many valuahle and often unique
aurributes. These include 2 framework for the collection and organization of detailed
date on nnn.:_oEmn activity, a deailed description of economic structure, 2 bottom-up
determination of aggregates, a compreh means of assessing economic impscts
{both primary and higher-order), and computational manageability. These and many
other capabilities and relative advantages of the model will be illustrated by the
discussion of extensions and applications of I-O in later sections.

3. Misconceptions

The major criticism of 1-O concerns the fixed (structural) coefficients of production
n the basic model.! As originally defined by Leontief (1941; p. 37) the term means
ihat: “the amount of each cost elemem is assumed to be strictly proportional to the
Juantity of output’. Leontiel esplamned this formulation as justified by the limitations
1 ‘available siatistical data’ and by observable fact, and noted that it was not as
restrictive as it might appear. He pointed out that much of what passes for substitution
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of one input for another in empirical economic studies was simply due to the high leve]
of aggregation used in early macroeconomic models and in neoclassical production
functioas of the entire economy based on two or three primary factors. The more
disaggregated the model the less likely it is to confuse this ‘technical substitution’ with
changes in the product mix. Leonrtief also suggested that production decisions were
more reasonably considered in terms of r limited number of discrete activities, or
entire production technignes. As such it would take wide swing in relative prices to
effect & switch. Even for a single technique with some flexibility, o high degree of input
complementarily would require @ major swing in relative prices before substitution
took place. Also, as Georgescu-Roegen (1950; p. 216) noted, ‘althongh alternative
processes may .exist, only one is actually used and, therefore, only one can be
statistically observed’? .

Aside from technical substitution, however, there is the problem of incorporating
the more dynamic phenomenon of ‘technological change', or the formulation of new
methods of production.? Possibly because I-O coefficients for a given year are often
used in analyses of situations several years forward or backward in time with no
modification, it may seem that T'C cannot be accommodated within I-O. However, it
readily can be. In fact, since TC usually involves year-to-year changes, as opposed to
more likely intra-year changes in cases of technical substitution, it is the more tractable
of the two in terms of basic I-O computations. Still there is the potentially difficult
problem of ‘projecting’ the changes in individual coefficients. Fortunately, there are 2
number of metheds that can be used to analyse TC in an input-output framework. A
brief summary follows.*

The first set of metbods are limited short-term or rend-line approaches. The ex
ante method (Fisher & Chilton, 1972) utilizes expert opinion in projecting coefficients,
ond in short-term applications represents the self-fulfilling prophecies of engineers and
plant managers. This method has the advantage of utilizing information from those at
the scene of production, but must often reconcile divergent views among experts about
the more distant future. The extrapolstion method (Miernyk e al.,, 1970) uses
descriptive statistics or stochastic analysis of time series data. In a disaggregated 1-O
contexr, its widespread application has been limited by lack of data. The heuristic
approach also stops short of offering an explanation of the causation of coefficient
changes, and uses simple corvelation, analogy or metephor. Examples are the appli
tion of national trends at the regional level (Tiebout, 1969) and the logistic adoption
function (Almon er al,, 1974). Another rudimentary method might be termed the
mechanical and includes wholesale updating technigues, such as the RAS method
(Stone er al., 1963), Many critics argue that these methods Jack 2 sound economic
basis and should only be used as a lost resort, if at all (s¢e, e.g., Lynch, 1986).

There are two short-cut indexing methods for desling with TC. The first is
referred to as cost-engineering, which involves the application of fandamental engi-
neering reletionships and principles (Chenery, 1953; and Isard e al., 1959). Many of
these principles, such as the ‘fractional power law', can be applied to changes in the
scale of operation on a year to year basis. Another method iy the policy-cost index
(Rose 1976), which translates a policy goal into a measurable scale and calculates the
costs of different levels of attainment, typically from corresponding micro-level data.

A third set of methods is mare behavioural in nature. The best-practice method
(Carter, 1953; Mierayk, 1968) is based on the fact that at any puint in time there are
different vintages of production processes in place. The shift from all processes 1o the
more productive new ones is essentially TC. In subsequent work, Carter (1963; 1970)
offered two ways of determining the pace of adoption. The penetration/diffusion
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method (Ayres & Shapanka, 1976) comb 1 of the theory of the adoption of
.=no<,n:.oa and the logistic function of the heuristic method to more comprehensively
n_uv_u:.._ the pace in terms of price competition, obsolesence, and diffusion of innova-
tion.

Another set of approaches involves more explicit eptimization. This includes
process analysis, which involves the consideration of a set of alternative techniques,
but without ranking them as in the best-practice approach (Manne & Markowitz,
1962). The pseudo-data approach (Klein, 1974; Griffin, 1977) uses the least cost
solutions of process analyses of different scale levels 1o provide the simulated data for
the statistical estimauon of a cost function. As in the case of process analysis, this
approach has the advantage of utilizing engineering data to make up the deficiency of
lack of time series data in cases of new technology. The production function approach
(Hudson & Jorgenson, 1974), on the other hand, typically uses time series data,
fexible functional forms, and the duality principle. It is even more well suited 10 cases
of technical substitution in response to a change in relative prices.$

The extensive number of methods for projecting coefficient change means: first,
that I~O does not deserve much of the criticism it receives for being a rigid toal of
analysis, i wtive to price changes, policy regulations and innovation. Second, given
the aveilability of numerous approaches to incorporate TC into 1-O models, resear-
chers no longer have a legitimate excuse for assuming away TC or using crude
modification methods.

4. Extensions

Soon after offering I-O as a means of tabulating and analysing the basic interrelation-
ships of production, Leontief (1937) showed how the model could be extended Lo
analyse price formation. This was just the beginning of scotes of contributions by
Leontief and others to broaden the capabilities of the model. Today, 1-O models can
readily incorporate pricing, dynamic, and sociceconomic agpects, and, when combined
with other model forms, can be used for such purposes as forecasting and planning,

4.1, Dynamic Models

The static 10 model emphasizes the mnterdependencies within the economy during a
given period. Tt focuses on annual flows and treats the carryover of stocks or their use
in production only implicitly. In 19533, Leontief published 8 dynamic version of his
basic model—one in which time is incorparated explicitly. The formulation was able to
make investment activity endogenous to the system. In subsequent work the embodi-
ment of technological change in this investment implicitly or explicitly served as a
basis for alterations in current input coefficients in dynamic models.,
The most general form of an operational dynamic model is given by the following

balance equation:

X AX,~DX,—~B{X,~X..,) = Y, ™
where

X, = a vector of toral Bross output by scctor at time i,

4, = a matrix of direct input requirements per dollar of output at time ¢,
D, = a mairix of replacement capital coefficients,

B, = 3 matrix of expansion capital coefficients, and

¥, = a vector of final demand by sector at time 1.
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The key element of the model is the general concept of @ capital coefficient—a fixed
per unit requirement of capital needed to produce an additional unit of capacity. This
is the main p of the ! inv equation, which calls for capital
stock changes in direct proportion to output capacity over time.® The model is thys
dynamic from an ec ic standpoint in that production in one period is dependent
on that of another period, and dynamic in s mathematical sense in that the model is
formulated as a set of difference equations.

There are several solution approaches to the dynamic model (see, e.g., Miller &
Blaiz, 1985)." The most general involves a simultaneous equation solution and g
construct known as the dynamic inverse (Leontief, 1970b), which shows how an
exogenous change in the final demand for a good stimulates direct and second-order
demands in several previous time periods.

.

4.1.1. Controversies. Leontiefs original dynamic medel led to a debate with J. D.
Sargan (1958), who argued that the mode! was inherently unstable after examining the
behaviour of the model in three special cases, Leontief (1961; p. 668) countered with
examples that showed ‘well behaved dynamically stable linear models with technologi-
cal or behavioral lags can indeed be easily constructed’.

Another controversy surrounded the characterization by Dorfman, Samuelson &
Solow (1959) of the dynamic 1-O mode! as a special case of the von Neumann growth
model. They revealed some instabilities when one assumes full capacity utilization.
However, Solow (1959) also showed how the problem could readily be eliminated.
Still, one of the problems with the accelerator investment model within the 1-O
framework deals with the implication of an economic contraction. Expressed either in
terms of gross output or capacity utilization, a decline in these independent variables
implies disinvestment. This poses no problem in 2 ‘putty-purty’ world where capital in
place can be transferred across sectors, but is cause for concern in real wotld
applications. More recently, Duchin & Szyld (1986) have developed a version of the
model that guards against such problems by reformulating it to include lead-time
requirements.

Another concern with the existence? of a meaningful solution 10 the dynamic 1-0
model stems from interpreting it as 2 dynamic growth model. Until recently, a
balanced growth solution was shown to be possible only under certain strong restric-
tions on the 4 and B matrices. However, Szyld (1985) has shown that a solution exists
under conditions likely to be found in most advanced economies.

4.1.2. Empirical Models, The strongest support for the dynamic I-O model was the
stable versions of early empirical models constructed by Almon (1966), Emerson
(1969), Leontief (1970b), Mierayk « al. (1970), Bourque (1970), and others, The log
structures of the systems of difference equations in these models accurately reflect the
differences in gestation perinds of specific additions to the stock of capital as the lauer
expands.® This no doubt helps explain the stability of operational models.

The dynamic 1-O model has been applied 1o several important issues. Some of
these will be discussed in the context of economic development applications. Other
applications include the work of Carter (1974) on the effects of environmental
regulations on the long-run growth of the US economy, and the work of Leontief &
Duchin (1986} on the economic impacts of automation in the USA.

Dynamic 1~O models are more versatile than their static counterparts. However, as
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Bulmer-Thomas (1982) has pointed out, useful dynamic models can be developed only
for economies that produce 2 significant volume of capital goods. Thus, for industrial-
ized regions and developed nations, dynamic models have the potential for becoming
powerful analytical tools. Still much work remains to be done on the collection and
processing of detailed data on capital stock.

4.2. Prices

The basic 1-O balance, presented in equation (1), represents a full accounting of
commodity flows, and equation (3) provides a way of determining equilibrium gross
output. There is, however, no explicit mention of prices. This contrasts with neoclassi-
cal partial and general equilibrium models, which compute prices and quantities
simultaneously. The input-output approach to calculating prices is based on,the same
technical coefficients that are used to calculate quantities. That prices and oftpuits can
be computed separately is attributable to the special assumptions of the basic I-O
model: perfectly elastic supply functions and perfectly inelastic demand functions,
consequences of the assumption of fixed input proportions, Where these assumptions
have been viewed as overly restrictive, the model has been successfully refined to
incorporate output responsiveness to prices and vice versa.

4.2.1. Conceptual Framework. Analogous to the quantity version of 1-O, the price
counterpart is based on an identity: the price of a good is equal to the cost of
intermediate goods plus the value of primary factors involved directly in its pro-
duction. In matrix notation this price model is;

P=AP+V (8)
and is solved as:

P=(-4yv ®
where

P = a vector of commodity prices,
A’ = the transpose of the matrix of technical coefficients defined sbove, and
¥ = a vector of value-added.'®

Equation system (8) can be solved in either open or closed form, though in the later
case only i terms of relative prices. The open model involves # equations (sectors)
end n+1 variables (n commodity prices+ value added). In the closed model, all prices
are computed endogenously, though as is typically the case for 2 set of linear
homogeneous equations, there is an infinite number of solutions. What the solution
does yield, however, is a unique proportionality relationship berween all prices, i.e., as
in a standard Walrasian formulation, it allows at least for the calculstion of relative
rices.

i The solution system (9) provides insights into the overall composition of prices.
Elements of the transposed inverse yield information on the direct, indirecy, and
induced effects of the price of one commodity on another price, anslogous to the
multiplier effects of the quantity-balance part. Changes in value-added
transmit their effects through successive rounds of ‘cosi-push’ inflation, with the
overall price impact throughout the economy being several times the direct impact,
Explorations into & dynamic 1-O price model have been undertaken by Solow (1959},
Leontief (1970b, 1986), Haig & Wood (1976), and Duchin (1980).
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4.2.2. Complications of Value-Based’ [-O Tables. Most empirical I-O tables are not
construcied in terms of physical quantity units (e.g., tons, barrels, passenger miles),
nor are individusl commodity prices calculated. lnstead, the convention has been to
tabulate expenditure values. The approach has the advantage of translating the entries
in o table into @ common denominator of monetary units, which facilitates checking
accounting balances and intersectoral comparisons of input intensities. However, it
leads to three complications.

The first involves the price balance equation (8), which has to be reinterpreted in
unit value terms. That is, since the technical coefficients are all expressed on a ‘per
dollar’ basis, the ‘price’ of each commodity is equal to unity! As such, the price is an
index number for each sector in one interpretation of the model. This poses less of a
problem than it may seem, since base year prices can be calculated separately from the
I-O mode! or may be readily available in & statistical series, Also, for impact studies,
knowledge of price changes may be sufficient.

The second complication arises from the fact that each technical coefficient, z;,
calculated from a value-based table is equal to the corresponding coefficient of the
physical quantities table, ay, multiplied by the ratio of inpur and output prices, P; and
P, respectively, i.e.,

P
By = ay— A _cv
]

Moses (1974) has pointed out that many of the studies of the stability of empirical
input—output coefficients are couched in terms of technical stability and neglect the
presence of relative price terms, which can have either a stabilizing effect (as when
they offset technical change) or a destabilizing effect.

4.2.3. Applicaions. The static price model has been used for empirical work in
different contexts. These include analyses by Leontief (1947) on the basic price
structure of the US economy. Leontief (1970a) also provided the seminal article on
the effects of eavironmental regulation on prices. A key issue posed in the paper is thst
while these regulations may raise the price of producing goods and services, they need
nol rep ad in ec welfare if the non-market value of a cleaner
envirc is idered. Applications of the price model to pollution control have
been made by Giarratani (1974) at the regional level, and by Yan er al. (1975) at the
national level to examine consumption pattern effects. Analogous applications for the
effects of higher energy prices have been done by Miernyk er al, (1977).

Catsambas (1982) has examined the ec y-wide price i caused by the
imposition of a gasoline tax, i.e., the forward shifting of the tax. 1-O is ideally suited
for this purpose since it represents the general equilibrium framework many experts
believe is necessary for an accurate analysis of 1ax incidence (Augustinovics, 1989;
Pleskovic, 1989). A comprehensive study of the price effects of the corporate income
12X and its potential effects on the terms of trade between the USA and Canada by
Melvin (1982) raises an important issue, I-O studies of this type are only as good as
the empirical estimates of price mark-ups. Many studies have made use of 100% mark-
ups not only because of lack of data, but for computational convenience. Use of mark-
ups less than unity requires further refinements of the model.
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4.3. Extended I-O Models and Social Accounting Matrices

4.3.1. Extended 1-O Models. The work on ‘extended’ I-0 models deals with the
incorporation of socioeconomic variables, mast typically through disaggregations or
other modification of the income payment or consumption expenditure quadrants. For
example, the literature on the explicit role of migration dates back to the work of
Miernyk er al. (1967) and Tiebout (1969), whbo suggested that the consumption
sumulus from in-migrants to a region should be based on average propensities to
consume, while a consumption stimulus from prior residents should be represented by
marginal propensities, due, for example, to the pecuniary externality of rising wages.
More elaborate models of locational atiractiveness have been formulated (sce, eg.,
Ledent, 1978).

Early I-O models implicitly attributed zero income levels 1o the unemplofed.-Later
models explicitly included taxes and transfer payments in impact calculations. These
range from specific models dealing with the role of unemployment compensation by
Oosterhaven (1983) and Batey, Madden & Weeks (1987) to the more general
treatment by Golladay & Haveman (1976).

Another extension added occupation and skill level variables. The sectoral dis-
aggregation of an 1-O rable lends itself 1o further disaggregation of the occupational
composition of each production process. The resulting ‘industry/occupation’, or
manpower, matrices typically embody the fixed input requirement assumption of
conventional 1~O coefficients. Therefore, if pre-multiplied by a vector of gross output
changes, this construct yields an estimate of increased employment oppoertunities in a
highly detailed form. These matrices have been compiled for a number of years at the
national Jevel (see, e.g., US BLS, 1982), but were relatively rare at the regional level
(see, however, Miernyk er al., 1970) until more recent work by the US Deparunent of
Commerce (1984). Freeman (1980) has found the manpower coefficients for the USA
to be relatively siable over time, despite productivity changes (see, e.g., Wolfl' &
Howell, 1989). More complete labour market considerations have more recently been
incorporated into I-O models as well (see Oosterhaven & Folmer, 1985).

Other extensions involve disaggregation of standard aspects of the I-O mode! such
as the disaggregation of consumption and paymeats by income bracket. The disaggre-
gation of personal expenditures is based on well documented differences in consump-
tion propemsities among various groups, and is intended 10 improve the accuracy of
estimated of spending impacts. The disaggregation of the payments sector provides a
link between production and disaggregated consumption, but can also be used 1o
evaluate the income distribution impact as an end in itself,

The most general formulation of the disaggregated extended model is that of
Miyazawa (1976):

X=AX+CVX+ P, (1)
where A and X are defined as above and

C = an nxr matrix of consumption coefficients, ¢, by commodity § and income
class &,

¥ = an rx»n matrix of income distribution caefficients, vy, by income class & and
sector }, and

¥ = other final demand.

The solution 1o equation (11) is:
X=(-A-cn'¥ (12)
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= B(/-Cvg)~'Y (13)
where B = ([—4)~'

If we set K= (/— VBC)™ and substitute into (13), we obtain:
X =B(I+CKVB)Y. (14)

The major contributions of this model stem from the decomposition of income
generation and distribution processes. From this formulation Miyazawa has defined an
income generation multiplier, KVB, which shows how an additional unit of toral
income affects income in each bracket; and an interrelational multiplier, VBC, which
shows how much income is generated for one income bracket through direct, indirect
and induced effects of a unit increase in income in another bracker.!!

4.3.2. SAMs. A Social Accounting Matrix (SAM) is 2 set of accounts depicting the
interaction g various comp of the soci ic system. The formalization
of this concept is ateributable to Richard Stone (1961a), as an outgrowth of his work
on nationa! income acconnting.

Stone (1977) points out that the SAM has ‘two distinct aspects': the ‘taxonomic’
and the ‘analytical’. These, of course, are the two main features of the 1~O model a3
well. The SAM can be thought of as an exteasion of the basic I-O model’s focus on
producer~producer relations to the broader realm of institutions, defined by Pyatt et al.
(1977), in this context, as ‘entities having the legal right of ownership and hence being
abie to accumulate and to provide services’. On the other hand, one can view the SAM
as 2 more general framework with I-O as a special case, especially when it is taken to
include non-linear formats, e.g., computable general equilibrium models. However, it
is clear that SAMs have benefitted from decades of research on 1-0 models, ranging
from data collection to the matrix methods used in the solution of both types of
models. Otherwise, the important differences between the SAM and the I-O model are
that the former aliows for the use of socioeconomic accounts rather than monetary or
physical volume units, and it also places an emphasis on the ‘balance sheet® as opposed
to the ‘income statement” basis of the static version of the [-O model.

The basic SAM format contains four cc p production, income/consump-
tion, accumulation, and trade. The simple version also nets out intra-component
transactions, which results in zero-valued e} on its diagonal, thus omitting the

major intra-industry production relationships given in the 1-O model.

The scope of SAMs has expanded in recent years as data collection and modeling
improvements have increased, An example is the work of Pyatt et al. (1977), in which
the institution current accounts have been divided into the subcategories of firms,
households, and government. These were further disaggregated to account for 1ransac-
tions within and ameng sectors. Moreover, the income/consumption category is
separated. In fact the suthors perform a type of socioeconomic income distribution
analysis by further dividing factor payments according to those flowing to urban, rural,
and estate households. Still other extensions of SAMs have been suggested 10
incorporate flow of funds variables through a disaggregation of financial sectors (sce,
¢.g., Greenfield, 1985).

4.3.3. Model Construction and Application.'* Several of the income distribution vari-
ants of extended 1-O models and SAMs have been applied 10 growth and development
(see, e.g., Chenery e al., 1974; Adelman & Robinson, 1978). A major application of
the extended model to other areas is the study of the effects of the negative income 1ax

Input-Output Analysis: The First Fifty Years 239

on the size distribution of personal income by Golladay & Haveman (1976). They
found that, after direct and indirect repercussions were taken into account, the middle
income, and to some extent the higher income classes, benefited most. This stemmed
from the direct shift in increased spending among lower-income groups favouring
goods demanding higher skills and thus higher wages, A study by Henry & Marun
(1984) found that a redistribution in faveur of lower income groups resulted in an
overall higher leve] of regional income because of the Bgroups’ relatively smaller savings
propensities. Of course, omission of dynamic savings-investment relationships may
have scriously biased the results.

A major shortcoming of the Golladay & Haveman study was its confinement to
wages and salaries, due to the lack of primary data for the multisectoral distribution of
other income types (e.g., interest, dividends, rents, etc.). This probleqn has been
overcome recently by Rose et al. (1988), with the aid of survey and publisBed primary
data, in constructing a multisectoral income distribution matrix for the USA and
several of its regions. Coupled with empirical work on income differentiated consump-
tion, Rose & Beaumont (1988) have calculated the first set of empirical Miyazawa
interrelational multipliers, at the regional level (see also Grootaert, 1983).

In addition to the examples presented earlier, SAMs bave been constructed
primarily for LDCs by, among others, Eckaus ¢r al. (1981), Bulmer-Thomas (1979),
and Bell er al. (1982). Major efforts, sponsored by the US Forest Service and US
Department of Agriculture, are being undertaken to develop a general SAM modeling
capability for the USA and its regions (see D potakis, 1985; Robi et al., 1988).
More specialized SAMs bave been constructed such a5 one based on the flow of funds
between i ial institations and ecc ic sectors (see Greenfield, 1985).

Overall the distinction between 1-O models and SAM:s is not clear-cut. From the
discussion above there are clearly msny areas of overlap. The major differences are
really those of emphasis and perspective. The basic 1-O model places an emphasis on
interactions among producers and the mix of output, while SAMs place an emphasis on
the interaction among institutions and the distribution of income and other flows,
Extended I-O models have clearly helped close this gap, while many SAMs have been
constructed with full-blown I-O tables embedded in them, ¥

4.3.4. Multiplier Decomposition Analysis. A major methodological innovation that has
recently sparked renewed interest in relation 10 extended 1-0 models and SAMs is
called multiplier decomposition analysis. 1t refers to the disaggregation of more
complex I-O interdependencies into separate constituent elements as in equation (14)
above. More sophisticated analyses are based on partitioning properties of matrices and
their inverses (see, also, Miyazawa, 1976), and are simitar to the approach first utilized
by Miller (1966) in the context of intersegional direct and feedback effects,

In the case of exiended 1-Q models, various decompositions have been undertaken
(sce Batey, 1985, for an excellent taxonomy and comparison of relative multiplier
size). ln the context of SAMs, matrix decomposition has provided additional insight
into the 1ateraction between institstions (see, e.g., Pyatt & Round, 1979; Stone, 1985).
More recent advances in this field are summarized in a acw conribution by Pyau
(1988). A comparison of conventional and flexible-price SAM multipliers has also
been undertaken by Rohinson & Roland-Holst (1988).

+4.4. The Supply-side or Allocation Model
An interesting varmant of the standard 1-0 mode] was developed by Ghosh (1958), Iis



240 Adam Rose & William Miernyh

three major distinguishing features are: (1) fixed coefficients based on the distribution
of product sales across sectors; (2) impacts generated by exogenous changes in primary
factors as they run their course throughout the economy; and (3) perfecily elastic final
demand. These features can be stated more precisely in terms of ‘supply-side’ balance
equations. First define an allocation coefficient, 5, 85 an input flow expressed in terms
of a row, rather than a column, sum of expression (4) above, thus:
X
s = (15)
X
In matrix notation, gross output levels can now be expressed as:
X=8X+p {16)
with the solution equation being:

X =y(i-5" an

4.4.1. Conceptual Basis. Ghosh suggested that fixed ‘allocation’ (sales distribution)
functions would be appropriate to cases of ‘an economy where different sectors are
under monopoly control and all except one factor is scarce’. That is best exemplified
by a centrally pl d ¢ y, but a market ec y might fit the description either
when it operates by decree, as in a national emergency, or by voluatary action, as in
the case of a seller rationing the short supply of a good emong his customers. Ghosh
notes that under these circumstances one cannot expect the usual stability of the
corresponding input coefficients.

A number of important criticisms have been leveled at this formulation of the
supply-side model. Giarratani (1980) has pointed ont that its conceptual base has not
been explained in terms of any well conceived behavioral process. Chen & Rose (1986)
have raised concerns abomt the implicit instability of the underlying production
relations. Does Ghosh's disclaimer regarding stability mean we should tolerate any
possible, or even technically impossible, rearrangement of inputs? Fortunately, Chen &
Rose (1986) discovered an inherent ‘joint stability’ between production and allocation
coefficients, though it cannot be ascribed to well founded behavioural considerations,
Finally, Oosterhaven (1981; 1988) has questioned the general plausibility of the
allocation model, and has provided useful guidelines for applying it in the limited
number of cases he deems appropriate.

Some of the pressure on the allocation model can be removed if it is generalized or
extended, or simply if the restrictiveness of its basic assumptions are relaxed. Recently,
Cronin (1984) pointed out that the two distinguishing features of the model need not
be ntilized in tandem 1o perform meaningful economic analyses. In the schematic
below we can see the Ghosh and Leontief versions as two polar forms on the
dimensions of analytical assumptions and causal ordering. There are two hybrids,
which Cronin suggests might prove useful in sitwations such as: (A) a shortfall of
energy under conditions of limited substitution; and (B) demand shifts in centrally
planned economies.

Causal Ordering
Analytical Assumptions Demand Supply
Production Function Leontief Hybrid A

Allacation Function Hybrid B Ghosh
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4.4.2. Empirical Models, One positive aturibute of the allocation mode! is that it is easy
to derive from an existng transactions table. Also, just as mn its conventional
counterpart, multipliers can be calculated for the allocation model. The supply output
multipliers, for example, defined s the row sums of (I—5)"" of equation (17), reveal
the direct, indirect and induced stimulus thr ghout the ec y from a one unit
change in a primary input in @ given sector. The calculation of Ghoshian output
multipliers for the 1967 US 1-O Tsble by Cronin (1984) indicates they differ
significantly from their standard counterparts.

An analysis of the stability of allocation and production coefficients by Giarratani
(1980) revealed some remarkable similaritics between the two in terms of both direct
requirements and total requirements matrices for the USA between 1963 and 1967.
The analysis was extended to ining per cent changes in both types of multipliers,
again finding neither version more stable than the other. Similar results wee found for
various European countries by Augustinovics (1970). It should be kept in mind,
however, thar many of the supply-side model’s applications call for much more
significant perturbations than those found over these short time spans.

4.4.3. Applications. Most subsequent applications of the supply-side model have been
to market economies, but under conditions of serious resource shortage. The first
major empirical study using the model (Giarretani, 1976) fi d on the y
wide output implications of changes in petroleum production in the USA. More recent
examples include the study of Davis & Salkin (1984) of the effects of 8 shortage of
water on an agricultural region in California.

Two major extensions of the allocation mode} appear promising. The first uses this
framework as the basis of multi-regional 1-O models (see Bon, 1984). These models
have for some time contained some element of fixed trade patterns (see, e.g., Polenske,
1966), but Bon’s formulation faciitates an estension to the entirety of transactions if
desired. Also, after many years of using production coefficients, economists are gow
approaching a consensus that allocation coefficients are the preferred basis for
computing ‘forward linkages’ used in economic development studies to analyse the
effects of a supply stimulus (see secuon 5 below).

4.5. Inpur-Output and Related Methods

Leonuef (1936; p. 105) readily acknowledged the historicel roots of 1-O when he
stated that: ‘The statistical study presented in the following pages may be best defined
a5 an attempt 1o construcy, on the basis of available satistical materials, a Tableau
Economigue of the United States for 1919 and 1929 Elsewhere, Leontief (1941)
makes reference to similarities between I-O and the original (fixed coefficients)
versions of the Walrasian general equilibrium model

Other links have been explored over the years including consideration of 1-O: as a
special case of activity snalysis that is usually solved by 2 linear programming
ulgorithm (Chenery & Clark, 1959); in comparisen with the Soviet ‘materials balance’
planning technique (Levine, 1962); in comparison with Sraffa’s classical system
(S Ison, 1971); iation with neo-Maruist static and dynamic formulations
(Brady, 1970; Morishima, 1973); as the basis for multi-sector growth models (Tsukui,
1972); as a de facto econometric model (Gerking, 1976); and as the empirical base of
most computable general equilibrium models (Shoven & Whalley, 1954). Space dees
nol penmil the elaboration of each of these connections, so we will consider only three
below.
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We begin with the connection between 1-0 and linear programuning (LP). Both of
these are subsets of activity analysis, an approach that divides a system into a set of
linear homogeneous relations berween inputs and outputs (activities), Activity analysis
is a general formulation that encompasses the possibility of having several activities
produce a single output and & given ectivity produciag muhiple ouiputs. Thus, 1-O s
essentially a special case that establishes a one-1o-one correspondence berween pro-
duction techniques and products.'® The J-Q system can be solved by ordinary
simultaneous equation methods; however, the more complex activity analysis problem
cannot. Linear programming rep the most popular solution algorithm for the
more general case. Moreover, LP provides an explicit mechanism of choice and a
formal optimization procedure.

I-O/LP mudels have been combined in three major ways. The firs, following
Chenery & Clark (1959), calls for a type of planning formudation that incorporates an
objective such as the maximization of GNP subject to primary factor constraints and
solves for levels of gross output among producing sectors and ‘slack’ sectors. Another
formulation by Chenery & Clark, 1953 (see also Carter, 1970; Kohn, 1971) chooses
both activities and activity levels. This has beea generalized 1o some sophisticated
multisector development planning models to be discussed below (see, e.g., Bruno er al,,
1970; Manne, 1974; and Dervis er ai., 1983), Finally LP is often linked to 1-O asa
submodel, or side-calculation, to adjust some subset (see ¢.g.; Rose 1976) or the
enurety of the coefficients (see, e.g., Davis er al., 1978; and Leontief, 1986).

The connection between I-O and econometric models has gained increasing
attention over the past dozen years. 1-0 is sometimes applied 10 forecasting, but by
itself is hardly a forecasting model. The I~O model needs something to ‘drive’ it if jt is
to be used to project output for future years. This typically involves the use of
exogenous forecasts of final demand clements. Almon has pioneered this field (see,
¢-g., Almon er al., 1974; and Almon, 1984), and developed one of the most widely vsed
1-O forecasting models in existence today—the INFORUM (Interindustry Forecast-
ing at the University of Maryland) model, The model includes many other valuable
features including dynamic elemeats relating to investment and coefficient change,

The combining of sn {~-O model and an econometric model dates back to the
Brookings Quarterly Forecasting Mode] (Risher &7 al., 1965), and is now a part of most
large scale econometric models for the USA, The 1-O component complements the

phasis of the e ric models on aggregate demand and income with a detailed
acceunting of interindustry, or derived, demand and outpur. It also provides a more
systematic way of tracing impacts through an economy. More recent work by Stevens
et al. (1981) has *conjoined’ the two model p s at the regional level.

Another approach to the subject is exemplified by the work of Hudson & Jorgenson
(1974), who demonstrated that an integration of econometric and 1~O models, as
opposed to just 8 combination, was an operational possibility. They showed how the
input coeffi of the 1-O comp could be made interactive with care elements
(e.g., prices) of the econometric component.

A final 1-O/econometric link has been formulated by Gerking (1976). In effect, he
has offered a novel perspective on the subject by suggesting that a basic -0 model
itself might be considered an econometric model. 1-0 moadels based on sample surveys
definitely have stochastic properues. Gerking attempts to evaluate the reliability of
tables by calenlating measures of dispersion. He notes that the conventiona] way of
tabulating 1-O tables amounts 1o using 2 ‘ratio estimator’, and that two-stuge least
squares estimators have more desirable statistica! properties.'®
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Finally, we note the connection beiween IO and ‘computable’, or ‘applied’,
general equilibrium models (CGE). Both models claim Walrasian roots, but the CGE
model is closer to the later Walrasian tradition of non-linear supply functions, and the
geaeral neoclassical proposition of 4 multitude of individual decision- makers on both
the demand and supply sides. These microsimulation models date back 1o the work of
Orcutt et al., (1963) and Scarf (1967), end have reached a high level of empirical and
computational sophistication.

The CGE appears to have many of the advaniages of an 1O model: sectoral detail,
cansideration of intermediate production, etc. It also has what some see as distinct
advantages: demand side detail, non-linear relationships, and responsiveness 1o prices
(see, eg., Shoven & Whalley, 1984)."7 Others would argue that these are not
advantages at all (see, ¢.g., Leontief 1985) and that technological capsiderations,
inherent linearities and non-respansiveness to prices dominate. To this “we can add
other disadvantages, such as the fact that no CGE models have been based on a
consistent set of data with the exception of recent work by Jorgenson (1985). The
empirical formulation of a given CGE model has typically called for borrowing key
parameters, and from diverse sources.

Overall, CGE models have gained significant acceptance in the profession. How-
ever, these models and I~O should not be viewed as competitors, but as complements
to each other (see, e.g., Robinson & Roland-Holst, 1986).'® The issue is not which is
superior, but which is most appropriate in s given context.

5. Applications

Applications of 1-O can be categorized in at least two useful ways: by method and
topic srea. We utilize both approaches to further bighlight the versatility of this ool of
analysis. We continue to be selective and wil) emphasize methods where 1-O studies
have been in the vanguard (&g, structural change, and policy analysis) and major
topical areas (e.g., energy, and the impacts of technology).

3.1. General Economic Analysis

We will consider here the use of I-O for bypothesis testing, policy snalysis, and
economic planning. The first of these purposes involves the use of a storehouse of data
to test important theoretical propositions. Perhaps the best known example is Leon-
tief’s (1953b; 1956) exemination of the implications of the Hecksher-Qhlin thearem of
tnternational trade, which states that g country's comparative advantage, and hence
specialization in exports, is based on relative factor endowments. The implications are
thar the USA would export relatively capital-intensive goods (given 1ts highly devel-
oped industrial structure) and import labour-intensive goods (given the relatively
cheap labour of its interpational competitars). Leontief, who measured both direct and
indirect factor intensities, found just the opposite for the USA, & result referred to as
the ‘Leontief Paradox','?

Leontief’s paper stimulated a wide-ranging controversy involving economists in the
USA end abroad. The policy implications of Leontiefs foray into the domain of
international trade were as unorthodox as were his analytical findings. It was (and still
is) not unusual for trade union leaders to ally th Ives with I o seek
protection {rom foreign competition. Leontief (1953b; p, 349) argued, however, that
‘protectionist policies are bound to weaken the bargaining position of American lebor
and correspondingly strengthen that of the owners of capital’.
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Applications of 1-0 to policy analysis have been extensive. Again, 1-O appears to
be a ‘natural’ for such uses. Its advantages lie in the empirical content of 1-0 tables,
the general equilibrium nature of 1-O computations, and explicit recogaition of the
role of intermediate sectors.

A major arex of -0 policy application has been to the economic impacts of
reduced military spending. A first study by Leontief and several associates (1965)
looked ar the sectoral and regional distribution of those impacts. A more recent study
by Leontief & Duchin (1982) examined the prospects on a global scale. The findings
in both cases were that a shift from military to civilian production would result in an
increase of economic output, though of course there would be some geographic
dislocations, One useful finding of the studies relates 1o the identification of bottle-
necks in the sectoral wansitions involved, In addition, a novel idea proposed by
Leontief & Duchin is the use of I1-O data to ajd in verification of arms agreements,
that is, analyses of production levels of key supplies to defence industries can serve as
a cross-check for, o in lieu of, on-site inspections.2®

In general, 1-O can be used in conjunction with other methodological approaches
to policy amalysis, such a3 scenario modeling, simulation, and optimization. In many
cases the immediate concern is with the economic impuct and not necessarily with the
complete chain of cansation. In these instances, analysts often resont to the use of
sectoral I-O multipliers which can be calculated for a host of economic indicators
including output (sales), income, employment, value-added, and prices (see, g,
Miller & Blair, 1985). For example, each sectoral ourput multiplier represents the 1otal
(direct plus secondary) impact on gross output throughout the y of & unit
change in final demand for that sector.?’ These multipliers are simply calculated as the
column sums of the Leontief inverse (see equation {(6) above). Also, multipliers are
often used a5 a short-cut to the calculation of impacts since they are assumed to be
invariant to scale over a small range. Once multipliers are calculated there is no need
to utilize the entire inverse umiil some significant technological change has taken place.

Again, one of the comparative advantages of 1-O is in the calculation of general
equilibrium effects. This has enabled the usually narrow area of project appraisal 10 be
extended to one of policy analysis, where the broader implications can be observed
(see, e.g., Tinbergen, 1966; Haveman & Krutilla, 1968; Haring & Daventer, 1976; and
Oosterhaven, 1983). For example, resources can be valued more properly in terms of
their opportunity costs, and benefits can include secondary effects where appropriate.

Another application of I-O is in economic planning. Here 1-O can serve as a
substitute for the information that might otherwise be provided by the market, or it
can provide some insight into the consistency of future outcomes in a market system.
The technical information embodied in an 1-0 able is immense, and, if an actual
economy conformis to the basic linearity assumption, adjustments emanating from
sectoral expansions and contractions can readily be determined,

Planning applications of 1-O are extensive (see, e.g., Stone, 1981; Dervis e al.,
1982). Many development planning models, to be discussed in one of the following
sections, invelve formal optimization, but two major applications do not, The first is
the use of 1-O in the USSR. Given the centrally planned nature of the Sovier
economy, and us former emphasis on material balances, 1-O was ideally suited 10 the
task of projecting detailed mputs to schieve cxogenously determined gross output by
sector.? Materials were allocazed by trist and error for many years before the first 1-O
table for the USSR was constructed in the early 19605 (Tremi, 1964). The sohtion 10
this production problem differs somewhat from that given by equation {6). Rather
than taking final demand s given and solving for the necessary total output require-
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ments, the Soviet solution sets gross outpur targets and solves for final demand largely
as a residual (sec, ¢.g., Levine, 1962), Thos shortages of consumer goods still arise in 8
country with a comprehensive and derailed planning system. A very different example
of the use of I-O is the approach of indicative planning, best exemplified by the
French experience (sce, e.g., Courbis, 1979). Indicative planning refers to the process
of disseminating detailed information on production requirements to avoid disequi-
libria, and 10 help make a projected outcome a self-fulfilling prophecy in an otherwisc
free market contexr,

5.2. Structural and Technological Change

The terms ‘structural’ and ‘technological’ change overlap to some extent in the 1-0
literature, in part because of the characterization of 1-O parameters® as ‘technical
coefficients’. The best resolution of ambiguity induced by this term is owed 10 Anne
Carter (1970), who refers to technol gical change as the repl of one pro-
duction process by anotber. Strucrural change is more general, It refers (o changes in
input requirements, new products, and changes in the relative size of sectors within an
economy. 1-O is particularly wel) suited to the analysis of structural change piven its
disaggregated nature and its attention to intermediate inputs as well as primary factors
of production.

3.2.1. Seructural Comparisons. 1-O has been used ively to make cr jonal

parisons g ies. Leontief (1963) has referred to four major concepts of
structural analysis: interdependence, d pendence, hierarchy and circularity. The first
two refer to the extent to which an economy is composed of enclaves or of interrelated
industries. Hierarchy refers to. the economic pattern of primary, secondary and tertiary
production, and their deailed ¢ ponents. Circularity, or roundab , refers to
the extent of intermediate good requirements for production.

Cross-country studies by Chenery & Watanabe (1958), and Simpson & Tsukui
(1965) revesled similar strucrurat patterns for countries at similar stages of develop-
ment. This reinforced the idea that there is @ distinct development pattern. In fact,
Leontief (1963; p. 159) remarked that an ‘economy can now be defined s underdevel-
oped to the extent that it lacks the working parts of the system’. While this analysis
provides some insight into historical trends, the trend in development economics has
moved away from ‘emulation’ approaches and has become more sensitive 1o the
socioeconomic as well as the technological aspects of the problem. Overall, compara-
uve structural analysis helps bring the big picture into focus, but has been of limited
use beyond identifying basic qualitative features. It is hampered by aggregation and
classification problems, and attemnpls at quantitative precision have not progressed
beyond ad koc judgements (see, e.g., Yan & Ames, 1965).

5.2.2. Structural Decomposition Analysis. The comparison of changes in structure in an
economy over ume lends itself 1o more rigour than static structural assessments and
cross-country comparisons.” A methodology has evolved for this purpose, which
nught be termed ‘structural decomposition analysis', or SDA.2 Research in this erea
dates 1o the work of Chenery er al. (1962) and Leontief (1963), but was not presented
in detail unul the work of Skolka (1977). SDA represents a way of distinguishing
major sources of change in an economy. It basically involves a set of comparative static
exertises i which sets of coefficients are changed, in turn, and scuvity levels
compared to a reference point,
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Recem work by Rosc & Chen (1988) has extended SDA to g level of detail and
analytical capability equivalent to a two-tier KLEM model. This means the model is
able to identify 11 1ypes of response that correspond to the various parametric changes
and substitution possibilities (both over time) in an aggregate production function
composed of capital, labour, energy, and material aggregates, as wel) as energy and
material subaggregates. Examples include material substitution, technelogical change
in energy (energy conservation), and output effects. More recently Ohnishi & Kane-
mitsu (1989) have advanced SDA in the course of examining structural change in
Japan, with a special emphasis on the role of international trade (see also the
application of the methodology by Skolka, 1989).

The most thorough analysis of intertemporal structural change was undertaken by
Carter (1970).2 She analysed the US 1-O tables for 1939, 1947, and 1958, using a
hnear programming approach 1o simulate the allocation &f investment in different
techniques and across sectors. With respect 1o the changes in intermediate input
structures, Carter concluded that they are relatively more stable than primary factors
and sensitive to relative prices, With respect to structural change in primary factors,
she concluded thet both capital end labour inputs declined relative to intermediate
inputs, there is no evidence that labour productivity has improved in proportion to the
change in capital intensity, and changes in primary factor supply can be distinguished
from adaptive changes (i.c., the economizing of primary factors through reshuffling
intermediate inputs to take advantage of different rates of improvement in other
sectors).

Carter concluded thar there had been significant technological change between
1947 and 1958, and that most of this had represented technological progress (lower
production costs). Recent work by Blair & Wycoff (1989), employing a less sophisti-
cated methodology, shows many of these trends continuing, though with some signifi-
cant exceptions in energy and trade balances (see also Feldman er al., 1987).

3.2.3. Analysis of the Impacts of New Technology, There have been numerous studies
utilizing I-O to examine technological change.? These range from the comprehensive
classifactory studies by Ayres & Shapanka (1976), to specific analyses of the pace of
change (see, e.g., Almon er al., 1974; Stern e al., 1975), or its implications for other
features of the economy such as pollution loads (Ridker & Watson, 1980).

More recently, Leontief & Duchin (1986) have explored the impact of automation
(primarily computers and robots) on the level and occupational composition of the
workforce. Using 2 dynamic J-O model and & scenario approach to encompass the
fange of plausible underlying assumptions about future conditions and the pace of
technology adoption, the suthors find the likelihood of some major manpawer disloca-
tions and potential botuenecks. The information presented could help ensure s more
smooth transition.

5.3. Development Planning and Policy

The orientation of 1~O models applied to economic development has changed signifi-
canily over the years. This is plified by the of one of the leading
development economists of the post-war era, Hollis Chenery, in his first compendium
on the subject and in his forewords t0 two compendia of development models that span
three decades of work in this field. In Chenery & Clark (1959), the author’s tone is one
of advocacy of the useful role formal optimization models can play in reflecting the
primary characieristics of devefopment programs and in promoting the formulation of
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efficient plans. I-O serves as the general equilibrium framework necessary to over-
come the limijts of partial equilibrium investment criteria and ensure consistency of
sectoral plans. Linear programming solutions enable the planner 1o seek the highest
arainment of goals within resource limitations and to establish values for these
resources superior to those generated by poorly functioning markets.

In his foreword to Blitzer et al. (1975), Chenery notes that ‘there i a widespread
acceptance of planning techniques that were largely experimental ten or fifteen years
ago’. He also notes that the scope of development planning has broadened beyond the
maximization of economic growth to include goals of employment absorption and
improving income distribution. These efforts are also well represented in the formula-
tion of more sophisticated inerindustry models of that era (see, e.g., Goreaux &
Manne, 1973; Chenery e al., 1974; Adelman & Robinson, 1978).

Chenery alse notes in the Bliteer volume that decentralization of the planning
function ‘is becoming increasingly popular’. In his foreword to the compendium by
Dervis er al. (1982), he states that ‘there has been a shifi away from planning
techniques to models that can late the functioning of mixed economies in which
policies are implemented largely through market mechanisms’. He thus endorses
approaches such 2s computable general equilibrium (CGE) models. CGEs vary from
Lype 1o type, but most retain at least one of two major features of I~O models: (1)
fixed proportions emong intermediate goods, and (2) an I-O database.

5.3.1. Advantages and Scope of [-O Formulations. The assets of 1-O modeling end jts
extensions for application to developing countries are well documented (see, e.8.,
Bulmer-Thomas, 1982). The I-O framework is compatible with most netional ac-
counts frameworks, especially those following the standardized practices established by
the UN (see section 6 below). Extension to the SAM framework allows for the
incorporation of opening and closing stocks of financial and other institutions. The
double entry-bookkeeping feature of I-O provides a valuable cross-check 1o national
accounts systems at both the sectoral and economy-wide levels. The I-Q accounts
framework offers a database in cases where time series data are not available, or when
structural change makes the use of historica! trends inappropriate. The inclusion of
intermediate goods and the interdependencies among them, and between them and
primary factors and final goods, offers an operational general equilibrium framework
by which to make assessments. It also serves as a consistency check for the coordina-
tion of individual sector policies. This is not 1o deny the limitations of the basic static
1~O mode! for application to developing economies, but the literature in this field is
filled with refi s and extensions that overcome many of these limitations,

I-O based developmeat models have been applied 10 the full range of prohlems and
issues facing developing ies. These include the allocation of investment
(Goreaus and Manne, 1973), import substitution (Tyler, 1976), foreign exchange
constraints (Bruno et al., 1970), inflation (Bulmer-Thomas, 1977), optimal growth
(Tsukui, 1972), income distribution (Paukert ei al., (1979), as well as education
planning and human capital formation (Blitzer er al., 1975).

3.3.2. Model Constructs. The atiributes of three 1-O based models applied 1o develop-
ing economies are exemplified below. They reflect the pattern of historical develop-
ment of models in this field though, as suggested by Chenery, the newest generation of
models reflects the shift in emphasis of the potential user. )
The first example is & basic stauc model transformed into 2 lincar programming
format by Chenery & Clark (1959), based on their work on Southern ltaly (see also
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Chenery et al., 1953). The LP formulation allows for ‘choice on the demand side’ (no
longer need the mix of final demand be considered fixed) and ‘choice on the supply
side’ (no longer is the model restricied to a single way of providing s given
commodity). It also allows for the explicit incorporation of resource constraints. Thus
the mode! can be used to explore the explicit optimization of gross di ic product,
the optimal combination of domestic production and imports, and the general feasi-
bility of alternative economic development programs. The dual of the model yields
shadow prices of current inputs, capital, and foreign exchange.?”

..;n early development plaoning models were typically static in narure and failed
to incorporate many of the important features of the macro-economy (savings, money,
etc.) A second generation of models made significant advances in this direction (see,
.8, the review by Manne, 1974; and the compendium by Taylor, 1979). A good
example of this second generation of models is that of Bfuno er al. (1970), which
focuses on the optimal allocation of investment and foreign exchange considerations in
the context of dynamic comparative advantage of sectoral export expansion for Israel,
The mode! imizes the combination of the P value of private consumption
and the end of period capital stock, subject to basic I-O technology and various sets of
constraints on basic factors and upper and lower bounds on import substitution. A
major feature of the model is its ability 10 keep the computational requirements
manageable over a 15 year time horizon. This is accomplished by converting the model
to an I-O version of a ‘reduced form’, i.e.,, expressing all variables in terms of final
demand rather than gross output,

Finally, we summarize an example of a CGE formulation, that of Dervis er al,
(1982). Their CGE is & multiproduct, multifactor model that simultaneously deter-
mines price and quantity. Most CGE models operate in 2 Walrasian fashion of
adjustment to equilibrium via excess demand equations, subject to Walras's law.
Individual decision makers are modeled in terms of groups of producers, purchasers of
factors of production, sellers of factors, or consumers. Various fiscal apd monetary
variables can be included, and, in the context of developing countries, certain
disequilibria can be built in as well. As in the I-O formulation, investment behaviour
renders the model dynamic. Otherwise the relationst ipto 1-0 is . The major
link is the use of 1-O daw for intermediate goods. In this model the production
function is separable, with substitution allowed between primary factors, but fixed
proportions retained within the class of intermediate goods and between them as a
whole and primary factors.

3.3.3. Addisional Constructs. Not all 1-0 models or related tools are applied 1o
development in an optimization (centralized or decentralized) mode. For example,
applications of I-O to the problem of development of lagging regions in industrialized
countries have been successfully applied in 2 more standard form. A prime example is
that of Miernyk et al. (1970), who employed a dynamic regional 1-O model together
with an ancillary indusury/occupation matrix to examine the impacts of new industry
on the West Virginia economy, Other examples of this type of analysis are presented
by Ledent (1978), Qosterhaven (1981), and various papers in Plecter (1980).

A short-cut 1o similar types of analysis are the sectoral -0 multipliers discussed in
5.1. above. These are sometimes ranked 1o identify ‘key sectors’ for the pursuit of &
regional development goal. This is also a close counterpart of the notion of *backward
linkages’ and *forward linkages' as proposed, for example, by Hirschman (1958). The
former are identical 1o the standard output multiplier defined carlier. The notion of a
forward linkage pertains 1o the stimulus to further production provided by increased
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availability of an mtermediate good or primary factor. After much experimentation, the
consensus now is that these linkages are equivalent to the multipliers of the supply-
side, or allocation, version of the 1-O mode! presented in Section 4 above (see, e.g.,
Augustinovics, 1970 for the original formulation; and Jones, 1976; and Bulmer-
Thomas, 1982, for the resolution of the debate). While backward linkages represent
definite chains of material requirements for production, the forward liskage is
considered ratber since it does nat imvolve the same necessity of material input
needs.”™® This has caused some rescarchers to derive a probabilistic version of the
forward linkage, based on locational advantages and the strength of aggregate demand
(see, e.g., Lee, 1986).

3.4. Regional and Interregional 1-O Models®® :

The seminal work on regional and interregional models was published by Isard (1951)
and Leontief (1953). Leontief's interregional system has been cafled a balanced model,
while Isard’s is known as a pure interregional model. The former is constructed by
disaggregating a national table into a set of companent regions. A pure interregional
model is consuructed by developing a set of regional tables. If all regions in the
national economy are included, the regional tables could be aggregated to obtain a
national table. If only part of the nation is included in a study area, a set of sub-
regional tables can be aggregated to obtain a regional table. Isard (1951) has pointed
out that the Two types of models ‘should not be viewed as alternatives’, rather they are
complements. The Leontief balanced regional model is parucularly useful for deter-
mining regional implications of national projections; the pure interregional model, for
determining national implications of regional projections.

S.4.1. Construction of Regional Tables. The first actual regional 1able was constructed
for the state of Utah by Moore & Petersen (1955) using adjusted national coefficients.
The first tables based on primary data were developed for the St. Louis Metropolitan
area by Hirsch (1959). At least three state tables in which coefficients were derived
from primary data were built at this time (Bourque & Weeks, 1963; Emerson, 1969;
Miernyk et al., 1970), as were two tables for metropolitan areas (Hirsch, 1959; Isard e
al., 1968).

These models were careful to avoid the pitfalls in J~O modeling described by
Fiebout (1957). The West Virginia mode! (Mierayk et al., 1970) projected technical
coefficients over a ten-year span, using a sample of ‘best practice’ establishments, and
included tables of Iabour coefficients as well as expansion and replacement capital
coefficients. A study of Boulder, CO (Micrnyk et al., 1967), also based on survey data,
incorporated am innavation suggested by Ticbout to derive income multipliers based
on marginal propensities to consume for established residents and average propensities
for new immigrants. These multipliers were labeled Type 111 10 distinguish them from
earlier Type I multpliers, in which households are exop , and Type H, with
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Only a small number of sub-national input-output models based on primary data
were completed. As the cost of conducting sample surveys escalated, emphasis shified
to the search for improved methods of estimating regional parameters from national
data. Stone & Brown (1962) developed the biproportional method for projicting
matrices, which was subsequently vsed by a number of analysts o adjust national
coefficients 10 a regional basis. Stone hypothesized that techmical coefficients were
subject 1o substitution and fabrication effects. The former apphies to the subsutution
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of one input for another; the latter to an increase or decrease in the value added to
inputs, The critical assumption, however, is that these effects act uniformly along rows
and columns,

The biproportional method was casy 1o test. It could be used to project direct
coefficients from o prior table 1o estimate those for a current table, Such tests showed
the method to be a relatively poor predictor of individual coefficients and, even with
some cancellation of offsetting €frors, average errors remained unacceptably high (see,
.8, Lynch, 1986).3!

In cases where the RAS methiod has been used to generate regional coefficients
from national tables, Polenske er al, (1986) cite several studies that have demonstrated
that the regional table bears little resemblance o a survey-based table. This should
surprise no one. Stone's notions of substitution and fabrication effects are conceptually
sound. The idea that these effects will operate E.Rc_d&.wn_o:m rows and down
columns, however, cannot be supported on either theoretical or empirical grounds.
Indeed, the opposite assumption thar coefficient changes resulting from substitution or
changes in value added will stor be identical, or even mecessarily in the same direction,
is much easier to support.

Alternative approaches to the construction of state input—output tables or 10 the
estimation of ‘input-output Type multipliers’ in the absence of complete input-output
tables have been developed. These include the supply-d d pool rechnique (Moore
& Peterson, 1955), the location quotient technique (Schaffer & Chu, 1969) and the
regional purchase coefficient approach (Stevens er al., 1983). These and severa! other
alternative approaches have been evaluated both conceptually and empirically in
several studies (see, e.g., Morrison & Smith, 1974; Round, 1983; Brucker et al., 1987),
No universally best method for estimating non-survey tables, however, has been
identified 1o date,

Is there a way out of the dilemma of trading off accuracy for speed and economy in
the construction of regional I-O tables? One possibility has been suggested by Jensen
(1980). He bas proposed thar the accuracy of regional tables not be judged by a
specific set of coefficients, say those in one or a few sectors, but by the overall or
‘holistic’ accuracy or usefulness of the model. One of the major differences between
regional economies and their national counterparts is the degree of specialization. In
most states, a relatively small number of industries accoum for a large share of the
export base. They are also the industries likely to have large input coefficients in an
input-ontput table,

Jensen’s answer to the primary versus secondary data issue is to use both, in a two-
stage hybrid approach to table formation. Non-survey or mechanical methods are used
to provide an interim regional mble from national tables. Survey data is then used 1o
replace the mechanically derived coefficients in industries where there is known to be a
variation in industry structure from region to region, or where coefficients are known
to be analytically significant. This approach has beea termed the Generation of
Regional Input-Ourput Tables (GRIT) method, with versions applied 10 both regional
and interregional tables, in Australia (see, e.g. Morrison er al., 1982; and West et al.,
1984) and several other countries.

5.4.2. Construction of Multiregional Tables. One of the acknowledged weaknesses of
state and other small-area input-output tables is that they view the regional economy
1 isolation, thereby ignoring interdependencies across boundaries (see, e.g., Miller,
1969). This is true'even if the model includes relisble data on immports and exports by
sector. An ideal input-output model would be a ‘bottom-up® interregional model in
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which tables for the 50 states, and the District of Columbia, summed to the national
table. This would require all censuses of production to collect, in addition to data
presently gathered, information on the ongin of purchases and the destination of sales.
However feasible this might be, the likelihood that it will be: done in the foreseeable
future is negligible. The only alternative is 10 artempt 10 construct interregional or
multiregional models by disaggregating national data,

The first efforts to construct interregional 1-O tables were made by Chenery ez al.
(1953), and Moses (1955). Their contributions were more conceptual than empirical,
although they demonstrated that it is possible, in principle, 10 estimate the impacts of
changes in one region on others. A major effort, extending over several years and
involving a sizeable swaff, was made by Polenske (1980) to construct an operational
multi-regional, input-output model (MRIO). e

Polenske’s MRIQO system was an extended and modified version of a model
ariginally developed by Leontief & Strout (1963). One of the interesting features of
the Leontief-Strout (LS) model is that it explicitly considers space through the use of
gravity constants. It thus permits identification of cross-bauling where it exists,
something earlier ioterregional models were unable to do.™

Conceptually, the MRIO model is s wur de force. The original version was based
on 2 combination of regional and 1963 nationa! ables and followed the standard
interindustry format. An expanded set of MRIO accounts for 120 industries and 51
regions published in 1982, based on 1977 data. Like the national tables, these are
organized along commeodity by industry lines (see section 6). Miller (1984, p. 26) has
stated that ‘there are now possibilities for investigations into changes in U.S. interstate
and interregional trade patterns’. But such investigations are likely 10 be complicated
by the different methods of data reporting in the 1963 and 1977 tables.

A major problem in 1-O analysis is the length of time between the preparation and
publication of tables. National tables are out of data by the time they appear in print.
Carter (1970) and Rose (1984) have shown that technical coefficients change for a
‘variety of reasons. And these changes are likely to be especially pronounced during
periods of rapid technological and structural change such as those that have occurred
during the past decade. Because of geographical specialization, the effects of such
changes are likely to be greater ar the state and regional levels than for the nation as a
whole. The MRIO model is also based on the assumption of stable trade coefficients.
Riefler & Tiebout (1970), Beyers (1972), and Emerson (1976) have demonsirated,
however, that regional trade coefficients are quite variable over time.

The MRIO mode! has the virtue of being a fully consistent set of accounts, e.g., the
state tables sum to the national table. If all data used were available at the regional
level from the same source, then it would be a truly ‘bottom-up’ model, thus reducing
the problems inherent in any disaggregation effort. Such a mode! wonld be a powerful
analytical tool whether used alane or in conjunction with macre-economic models.

Overall, onc of the greatest contributions -of the regional and interregional 1-0
literature is the breadth of applications of this empirical tool. Many of the contribu-
tions 1o extended 1O models and their applications discussed in a Previcus section
were doae in 2 regional and interregional context. Other applications include impact
studies (see, e.g, Isard e al., 1969), regional development (see, e.g., Miernyk et al.,

1970), location decisions (see, e.g., Kim ez al., 1983) and regional energy manag
(see, e.g., Blarr, 1952).
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3.5. The Environment

O:n. of the most frequenr topical applications of 1-O over the past 20 years has been
the E..nqwnaou of the economy and the enviconment. That is not surprising given the
ns.vncEQ e.. 1-0 10 address structural interdependence. 1t was natural 10 assume thay
:.._m capability E.EE extend beyond the econamy 1o the intricacies of ecology—the
science .,a. the interrelationship between people and their living and non-living
mE....o.._JEuwm. The disaggregated nature of 1-O also was attractive because of the
realizotion that the propensity to generate wastes differed across sectors. The inter-
a.nvnnansnn and secroral distinctions combine as useful atributes in analysing poliu-
ton abatement, which varies in difficulty—and hence cost—across sectors, and bas
secondary repercussions throughout the economy. ’

A .m&..na.»:n overview of the various uses of 1-O for economic environmental
analysis is pr d below. It follows the general framework ser forth by lsard et al
(1967), ch.o_w of waste generation involve quadrants 1 and 11, while models em
fesource use involve quadrants !l and 111, A model of recycling would then incorporate
n._n_.unnn of 1, 11 and I11. Pollution abatement assessment model involve a bi
tion 2.. quadrants I and 11 with a two-way feedback not found in the pollution
generation applications. The ultimate application is the economic ecologic mode)
involving all four quadrants, with the eco-system included as a set of musanva.annm
production activities in quadrant 1V.

Economic Ecologic
Processes Processes
Economic Flows between Flows from the
Processes economic an economy to ()]
sectors the eco-system
Ecologic Flows from the Flows within
Processes eco-system to [4019) the eco-system  (IV)

the economy

3.5.1. \.&znc.o: Generation and Resource Use. The use of 1-O to model pollution
generation was first noted briefly by Cumberland (1966), although the construction of
a multi-regional 1-O model, which considered the effects of water-pollution abatement
on output, was started in 1962 (see Udis, 1965; and Miernyk, 1969). This type of
application received a major boost from the work of Isard er al, (1967) and Leontief
C.So»v‘ These models used *pollution coefficients', or direct proportional relation-
&.:vu vn?.nn:. the amount of a given waste product generated and the gross output of a
McM“MMM.Mn_v o.Mcw.Bwsunq similar to the 1-O variant ‘materials balance’ model of Ayres

It .mm tikely that the residual stream is strongly affected by economic structure. An
_n.cnv.:mu:o: nto the historical pattern by Leontief & Ford (1972) showed that u..cn—_
of the change in waste flows could be attributed to change in the mix of final demand
:..J:m: much less than to technological change and 10 economic growth, over En.
period 1958 to 1980. 1-O projections of waste flows have beem made ».cm the USA
(see, €8 wmarnn & Watson, 1980) and for the world (Leontief ef al., 1977). All of
these projectians are sobering in terms of the projecied size of luture waste loads,

In terms of resource use, those natural inputs that were transacted through the
market have long been incorporated into 1-O models. As common property resources
became wore scarce, however, anention was devoted 1o them with the aid of I-0), The
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majority of applications have dealt with ‘water-use’ coefficients, developed i the early
1960s by Lofting & McGauhey (1962) and Miernyk et al, {1969). The cocfficients
were used to calculate multipliers showing direct, indirect and induced demands on
this resource. Several interesting applications of ecc y-¥ interdepends
were offered, e.g., Canter & Ireri (1970) who showed how two-way feedback from
wrade between California and Anizona complicated their battle over rights to Colorado
River water.

5.5.2. Polhution Abatement. Leontief (1970a) is the seminal work on the general
equilibrium implications of pollution control. Within the context of an 1-O model,
Leonrief added a polluti b activity g I gh to represent both
abatement undertaken at the level of the firm or by a separate anti-pollutionZindustry’.
Pollution coefficients, as defined above, were used to generate estimates of gross waste
flows. The policy variable of the model is the amount of (net) pollution delivered to
(i.¢., tolerated by) final demand. A solution 10 the overall balance question yields the
direct cost of abatement, the amount of pollution abated, and the indirect impact on
gross output. The price-value added counterpart of the model can be used to explore
inflationary consequences of the environmental policy. The analytical results of this
simple mode! indicated many of the complications associated with environmental
contrel policy, such as the fact that pollution abatement indirectly generates wastes,
raises the prices of intermediate and final goods, and changes the overall gross output
of an ecoromy.

The initial paper spawned a host of methodological refi Realization that
impacts might vary spatially led to a multiregional formulation by Lakshmanan & Lo
(1972); acknowledgement of the capital intensity of pollution abatement led to 2
dynamic I-O formulation by Miernyk & Sears (1974), and Rose (1976); the diminish-
ing returns inherent in abatement led to a non-linecar adjustment in abatement-goods
coefficients by Rose (1976); consumption pattern effects were examined by Yan er al.
(1975); and income distribution impacts were incorporated by Ketkar (1983).3¢

Still, more than 15 years after Leontiefs initial paper, and all of us followers, we
are unable to offer & definitive answer to the basic question: Do environmental
controls have 3 net expansionary or 2 net contractionary effect on the economy?™
Recently Rose (1983) reviewed the record of assessment analysis at both national and
regional levels. He found that in the case of air quality regulations national studies
tended toward contractionary outcomes, while regional models smplied expansionary
ones, thereby revealing a major inconsistency. All studies found the overall impacis to
be small in absolute terms, though it should be pointed out nearly all of them dealt
with incremental regulatory changes rather than the entirety of the Clean Air Act of
1970,

The major reasons for the failure of these models to reach a consistent conclusion
are their omissions and biases, which often appear to be due to 2 lack of data or 10 the
formulations of a2 model, The macro general equilibrium impacts of pollution abate-
ment are at least as complex as those resulting from other policies, such as tax reform
or monetary adjustments. Many variables are likely to be important in abatement
assessment analysis, but Rose (1983) noted that about half ot them are typically
excluded (e.g., productivity improverents and trade competitiveness). However, many
of these important varizbles and relationships can be included in a larger framework by
combining well established extensions linking I-O to other mode! forms.

The biases, on the other hand, are more difficult to overcome as they represent a
combination of modehing inadequsctes and lack of empirical knowledge of important
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relationships. For example, the price-value added version of the I-O mode! may be
helpful in pointing out how increased (or decreased) costs of production due to
pollution control multiply throughout the economy (see, e.g., Evans, 1973, Giarratani,
1974}, but the accuracy of the result is eatirely dependent on the extent of the mark-
up. Also, the accelerator investment equation often used in dynamic I-O calls for an
economic expansion. However, several economists suggest that invesument in pollution
abatement will have various types of offserting effects on conventional investment,
Empirical estimates of this ‘displacement’ effect range from 33 cents to 50 cents on the
dollar (see, .g., DRI, 1980).%%

5.5.3. Economic-Ecological Modefing. In its ideal form, this version would involve all
four quadrants of Figure 2. Quadrants 1 through III would have the attributes we have
surveyed thus far, we will therefore confine our attention to the one unique feature—
quadraat IV,

The interdependence of the eco-system is as well establisbed as that of the
economic sysiem. Various nutrient cycles, food chains, and population patterns, have
been relatively stable for eons. Moreover, many of them are linear or can be
spproximated by linear or picce-wise linear activities. A break in the food chain
through the extinction or temporary shortage of one link may cause a serious demise or
extinction in the population of all species ‘above’ it in the hierarchy. Adaptations in the
short-run are the exception rather than the rule. Interdependence means tbat muli-
plier effects are operative in the ecological domain as well as the purely economic one.

Thuos 1-0, or in this case the more general format of activity analysis, can serve as
a valuable organizing framework for an analysis of certain aspects of the eca-gystem.
Problems arise over the sheer complexity of some processes and the sheer volume of
data required. The most extensive study of this type (see Isard er al., 1971), took a
team of hers years to complete for just s small estuary in Plymouth Bay.

5.6. Energy and Natural Resources

As in the case of eavironmental applications, the features of structural interdepend-
ence and disaggregation made 1-O attractive for study of the economic role of energy
snd mineral resources. However, the main attraction in this case was the extensive and
detailed data on resources contained in empirical tables. Conventional neoclassical
models of production express output as a function of primary factors of production,
but with natura resources usually omitted or represented by a vague capital aggregate
as a proxy. Even when natural resources are included in production funcuion analyses,
the term primary refers to the raw, or unrefined, form of resousce commodities and
would not include processed materials such ss gasoline or steel. I-O tables, on the
other hand, provide complete and detsiled production recipes. In acknowledging the
crucial role of resources in recent Years, many economisss have seen the need 10 model
production in more complete terms and have adopted the comprehensive framework of
the KLEM model, where the letters in the acronym stand for capital, labour, energy,
and materials, respectively. Nearly all empirical KLEM models have made use of 1-0
data (see, e.g., Berndt and Wood, 1975),

A similar need for an I-O formulstion is justified from the demund side. Except for
precious gens, there is live direct consumer demand for non-fuel munerals. Instead,
there is @ derived demand through the usc of these resources in appliances, building
matenials etc. The structure of 1-O models—which show smerindustry relauonships
—t5 ideal for such analysis.
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5.6.1. Conceptual and Methodological Considerations. Since resources, and fuels
particular, have been cansidered to be more scarce in recent w.g..mv. 92.»._:3 been a
push 10 analyse the source of our dependence on them. In one direction, -Em .m_un led 10
finding ways to trace and account for energy flows. Standard T.O Itipliers were
used early on to advance the analysis from one of ditect requirements, or encrgy
intensity, to total requirements, or embodied energy.’ . )
Important conceptual advances have been made with respect to input substitution
and an outgrowth of 1-O energy research (see, e.g., mcn_mou.mun Jorgensonm, 1974). In
many production processes several raw fuels, sucb as coal, oil, and Juu.:.a gas, ..m.s..nz
as a processed energy source, such as electricity, are ready substitutes. As relutive
prices of these fuels change explicitly, or implicitly through, say, nt..m.F.m or
envi al lations, there is a motivation to adjust the relauve proportions of

fuel inputs »nno.m&:m:.. In an era of rapidly changing energy prices, the fixed
coefficient assumption of the basic 1-O model would be a liability. )

The major approach to this probiem has been a 1wo stage computation process thut
combined neoclassical production function analysis with 1-O. Lakshmanan w —..c
(1972) formulated twa-tier, separable preduction functions for certain sectors of ::...:
model. The top tier was a standard Leontief production function, but the second tier
called for a further disaggregation of energy inputs and substitution within 8 Cobh-
Douglas sub-function. The separability assumption keeps the top m.n... or aggregate
production function, from requiring any further adjusunent, w.ﬁnm:un it means that the
relative quantities of the aggregates are not affected by substitution within the energy
sub-function and vice versa, The most general, and probably the best known approach
in this vein, is that of Hodson & Jorgenson (1974). Their mode! called for substitution
within the material aggregate, as well as the energy one, in the context of a 5:.&8
price frontier. The overall approach thus calls for a two-stage ser of 8::.:533
where inputs are first variables with respect 10 price, and then parameters in the
context of conventional I-O computations. More specific formulations of the general
input substitution approach have been offered by Kolk (1983), in nan_.‘amzsm _.?.
effect of price increases on the final consnmption of energy, Rose Comm.v in E.um«ew:n
the implications of energy conservation, and Reose & Chen (1988) in identifying
sources of change in epergy use.

5.6.2. Empirical Aspects. Much of the empirical work on tbe wazmn.a has stemmed from
exploitation of the I-0 database on energy, Nearly all empirical 1-O Sz.n_, are
expressed in dollar terms and this is considered deficient for two reasons., First, it
obscures energy input requirements because of variations in energy prices across
sectors. Second, models of this type violate certain crucial ‘energy conservation
conditions’ (i.c., accounting balances) in certain contexts as pointed out by Miller &
Blair (1985). )

An alternative formulation has been offered by Bullard & Herendeen (1976) which
removes both of these objections. The approach has been dubbed a *hybrid® becuuse 1t
calls for the conventional dollar presentation of non-energy flows and the convetsion
of energy Bows into BTUs. The result yields meaningfu! energy multipliers and impaci
formulations.

Various siructural studies have been underiaken of national and regional economics
ic an I-O context. These include the work of Hannon of of. (1983) on encrgy
intensities of the USA, Bullard & Hercndeen (1975) on the energy costs of goods in
the USA and Bourque (1981) on embodied encrgy trade balances for Washington
State.
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1-O models have been applied to many important policy issues ss well. This
includes Just (1974) on impacis of new energy technologies, Bezdek & Hannon (1974)
on energy taxation, Miernyk &1 al. (1978) on the regional impacrs of rising energy
prices, and Rose er al. (1978) on regional energy development.

Several I-O formulations bave been used 1o make long-term projections of mineral
and energy use. These include an eaergy-environmental growth model by Carter
(1975), an application of a refined version of EPA’s original SEAS Model by Ridker &
Watson (1980), and e study of the future of nonfuel minerals under conditions of
techaological change by Leontief er al., (1983). Moreover, several large-scale cnergy
models (e.g., Brookhaven's PIES and Argonne's SAMS), have major 1-O components
and are used on a day-to-day basis for policy analysis. Major large scale forecasting
models, such as the DRI, Chase, and Wbarton models, baye been used for similar
purposes,”

6. Empirical Considerations

From the outset, Leontief has stressed that I-O is firs and foremost an empirical tool,
He has been a constant critic of elaborate economic models whicb are devoid of
empirical content. His first tables, for the years 1919 and 1929, were limited to 41
intermediate sectors, their size being constrained as much by computationa} limitations
as by the lack of data. By one of those fortunate simultaneous developments in the
.EmSQ of science, input-output analysis and computers evolved together. As a result,
it is possible 1o perform the necessary computations for large-scale models such as the
latest US 1-O table, which contains over 500 sectors, Tables of varying sizes have been
developed for about 100 nations, for every state of the USA, for regions threughout
the world, and for many individual enterprises,

6.1, Data Framework and Methods of Construction

”HEm section briefly describes the way the 1977 US 1-O tables were constructed.* This
is the sixth and latest set of published US tables, compiled by a US Government
agency and based on primary data, since the first appeared in 1952. The original able,
using 1947 data, was constructed by the Bureau of Labor Statistics (BLS) in the US
Department of Labor (Evans & Hoffenberg, 1952).3 It is a landmark study in terms
of documentation, D ion of subsequent tables was also extensive and the
procedures, conventions and definitions used (see, e.g., Ritz, 1980) became the
standards by which many tables for regions of the USA and other nations of the world
were constructed.

1-O tables in the USA are based, in the main, on detniled industry staustics
collected by the Bureau of the Census. The 1977 data incorporate several improve-
ments recommended by tbe Office of Federal Staustical Policy and Standards (see
Donahoe, 1984). It has not always been so, but the last few sets af 1-0) tables have
been consistent with the US National Income and Product Accounts (NIPAs). The
recent changes incorporsted in the revision of those accounts are reflected also in the
1977 1-O tables.

Originally, the basis of an input-output model was the transactions table which
showed, simultaneously, sales across #+f rows and purchases reading down nro
columns. Sales within the nxn matrix represented interindusiry transactions. The
columns designated f measured sales to fina) consumers, while the rows represeated by
v were the ‘value-added’ component of this table. The column sums of #~e were
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designated as ‘Total Gross Outlays’, while the row sums were measures of "Total
Gross Output’. There was no counterpart of the latter two statistics in the NIPAs
because they deliberately omit all intermediate transactions, which are eschewed in
estimating the national income and product accounts as double-counting.

The 5 X n portion of the transactions table was used to calculate 1wo related rables.
The first is a table of ‘direct input <oefficients’, computed by dividing the elements of
each column by the column total including value added. The result was a new matrix
of order » typically referred to as the ‘4’ matrix. The 4 matrix was then subtracted
from an identity matrix and inveried to obsain 2 table of ‘total input coefficients’ (the
‘Leontief Inverse’).

The 1972 US 1-O tables followed a more complex format (see Gigantes, 1970) in
order 10 take into account the realities of joint production. The originalZhree-table
mode] has been replaced by u five-table system, which shows the relationships among
commodities and the industries producing them (US BEA, 1984).

The original wansactions table has been replaced by a use table and a wmake table.
Each column in the use table shows the value of the commodities purchased by the
industry listed at the top of the table from all the industries listed down the left-hand
side. In the make table, each row shows the value of the varisus commodities produced
by cach industry listed down the side. Diagonal entries are assumed to represent the
primary products of each industry, while the remaining row entries represent second-
ary products, Now the former designation ‘TGO’, wbich applied to both total gross
outlays and outputs, has been replaced by distinct industry and commodity totals.

The third table is called the dity by industry direct requi table. It is
similar to the 4 matrix in the original static Leontief model, but incorporates the
industry commodity distinctions. There are now two inverse matrices rather than the

onginal one—a dity by dity total requi table, and an industry by
dity total requir table.

6.2. Empirical I-O Tables

One reason for substituting the commodity by industry approach for the traditional
interindustry model is that the United Nations has recommended that it be the global
standard. This effort is largely an outgrowtb of the work om national income
accounting by Richard Stone (see, e.g., Stone & Utuing, 1953; and Stone, 1961). It
culminsated in the blish of the System of National Accounts, or SNA, (sce
UN, 1968), whicb also specifies umpertant definitions, conventions and procedures, in
addition to the rectangular table format. Many of the requirements in the SNA deal
with the resolution of conceprual and empirical problems that have long troubled 1-O
analysts, such as proper valuation of goods and services, ireatment of secondary
products, wclusion of non-market transactions, and distinctions among varipus types
of government production, etc.

The SNA and the successful early applications of 1-O tables, have spurred the
compilation of 1-O tbles woridwide. Today, 53 nations have I-O wbles constructed
for years since 1970 (Viet, 1985). The list includes countries an each conunent,
developing as well as developed nations, socialist as well as market-based economies.™

The SNA has also facilitated the construction of -0 models of the World
Economy. The first effort in this area (see Leonuef et ai., 1977) proved successful in
terms of its scope of coverage and range of spplications. The approach was to divide
the world into several country groupings linked together by a common trade pool of
imports and exports, Through an apportioning process, this convention enabled the
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modelers to determine tbe second-order effects of individual expansions and contrac-
uons across boundarics, without having to trace origins and destinations of trade flows
from individual countries. Other multicountry and world 1-0 models include those by
Costa (1984) and Almon (1984).

In the previous section we discussed the official US 1-O tables, compiled for some
time now by the US Department of Commerce Bureau of Economic Analysis, A
significant amount of on-going empirical work is oriented 1oward the enhancement of
this effort, since the BEA tables are static and five to eight years out of date when they
are first published. The most notable of these efforts is the. work of Clopper Almon
and his associates (1974), who update the BEA 1able, dynamize it, and add a
forecasting capability to it.

At the regional level, there are many tables in existence. The cost of replicating
tables constructed by survey methods in the 1960s, would: be well over a mullion
dollars, evea for a small state, today. That makes this approach prohibitive. In the
meantime, regional analysts are faced with the dilemma of doing nothing at all,
utilizing another type of mode! (sometimes not as well suited to the problem at hand
than an I~O) or using a less than satisfactry I-O table. One major response to this
dilemma has been the development of primarily non-survey methods, capable of
making use of as much survey data as is available, along with tbe development of
computer software to provide the capability to generate IO tables for every state, and
in some cases every county of the USA (see, e.g., Stevens ez al., 1983; and Alward ¢
al., 1985). While economies of scale, standardization, and computerization of these
approaches could release resources for the eventual improvement in accuracy via the
collection of more detailed significant debate continues over the accepiability of the
methods used to date (cf. Brucker e al., 1987). Ironically, one of tbe solutions 1a the
problem is readily within grasp. That is to partition the original census data, upon
which the US table is based, into their state or regional components.

7. Conclusions

Input-Output is & multifaceted feld of economics, A steady stream of contributions to
tbis relatively new field has evolved from the work of its inventor, and his immediate
associates in the 1930s end early 1940s. In the mid-1950s, the major contributions
came from development economists and those interested in regional problems. By the
1960s, input-output had been applied to a wide range of issues, and was combined
with other model forms. In the 1970s and 1980s, it was applied 10 major social and
environmental problems in the USA and other nations. More recently, major work has
been oriented toward broader aress of social accounting, and the forecasting of
technological change by economists and engineers.

The most important contribution of 1-O is its numerical representation of an
economy. Tables have been constructed for nearly 100 nations and for every major
region of the USA, The empirical emphasis of 1-O has been stressed by its originator
and by those involved in building on his original work. Leonuef has shways argued
against the pursuit of theory for its own sake, and sought 10 keep input-output on firm
empirical grounds. At the same time, those currently involved in new areas, such as
computable general equilibrivm modeling, have been inclined 10 point 1o the limita-
tions of I~O models and 10 venture into new directions, yet have not been hesitamt 1o
tacorporate actual input-output tables and some of their inherent assumptions into
models. 1t is appropriate tha input-output models be evaluated, to a great extent, by
their usefulness. It is a testament to the 1-O concept that it has heen in demand by
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those in many diverse fields of academic research as well as by policy makers over a
span of 50 years. Thus, o elaborate on Dorfman’s comments stated at the outset of
this paper, not only is inpu~output a rare original idea, but also one that has stood the
test of time.
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Notes

L. Leontief notes that this is the relation used by Walras in his original formulation of general
equilibrium theory, and followed his terminology—'coefficients of production’. Even in his
carliest work, however, Leontief sckoowledged that certain inputs, such as fuels, might be
subject to significant substitution possibilities.

2. The direct proportionality assumption also implies constant-returns-to-scale, At the sector
level this means that increased output can also be oblained by bringing more plants oa line.
In sddition, empirical studies have shown that long-run average cost curves for many
industries are relatively fist for all but small levels of output,

3. For the purposes here, we use technological change (TC) as a general term to cover the
entire range from entirely new production techniques 1o changes in single inputs {including
factor productivity changes), and aléo sib hnical substitution within its bounds.

4. A more detailed discussion of the following methods is found in Rose (1984). Also space
does not allow us to cite all of the applications of the methods, but just their originaior(s).
Two major reasons other than TC for coefficients to change will be examined separately
below. In 1-0 models expressed in value terms, price-index changes can affect coefficients.
In vegional models, coefficient changes can stem from changes 1n trade flows,

5. Also, nen-lincar 1-O (Sandberg, 1973; Lahiri, 1976) employs geners! fi ! relation-
ships that allow coefficicns 1o vary with endogenous variables including output. The
method holds the potental of escaping the fines of the returns-to-scale
assumption. R

6. While the accelerator model is still the most widely used investment equation in 1-O
models, Almon has emphasized its restricrivencss and bas offered a number of alternatives
(see, e.g., Altnan, 1963; and Almon e al., 1974).

7. Many early solution approsches 1o the dynamic -0 model involve the inversion of the
matrix of capital coefficients. Because the B matrix is likely 10 be singular in more
disaggregated models, alternative solutions bave been derived (see, 0.8, Kendrick, 1972;
and Livesey, 1976).

8, Takayama (1985) offers a proof thar existence and stability requirements in 1-O models are
equivalent.

9. More theoreteal work on this subject has been done by Pewrs (1970), Gossling (1975), and
Johansen (1978).

10. Value-added refers 1o returns 1o non-reproducible primary factors of production. It aho
includes monopoly profits and other forms of ‘remts’ and is compatible with shor- and
long-run equilibrium conditions, or competitive 'or impertecily competitive canditions.
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1.

12,

Rose er al. (1988) have concluded that 1-0 does not come inherently equipped with o
iheory of income distribution, except that of ‘structure’, .., overall distribution is affected
by the ontput mix v differential payment distributions across sectors,

Most of the SAMs and extended 1-O models 10 date have been applied 10 national or

regional ic develog The findings of these applications will be di d in later
secuions.
. One difference often referred to is more pE than real—that SAMs are more general

and need not be restricted 1o linearity requircments. But it should be emphasized that a
SAM is basically a set of accounts and not in itself a model (see Pyau & Round, 1985),
That many SAMs have served as the basis for several flex-price models, including complete
computable general cquilibrium models speak more for the increased prevalence of the
latter model forms than for SAMs, since 1-O tables have served as the database for flex-
price models as well. Perhaps the major distinct advantage of SAMs is that they focus on
accounting units mare closely in hine with the US National lncome and Product Accounts
and the UN System of National Accounts than do 1-O tables.

. An ng_wmoﬁ implication arises from Miller & Blair’s (1985) proof of the “‘similanity’ of the

and al

. We note several fine points of this statement. First, a sector of an 1-O table typically

represents 2 weighied qverage of several techniques, though, in a swtic system, the fact thm
the weiglns never change allows us 10 treat the combination es if it were a single technique.
Second, the new ‘rectangular' 1-O tables 1o be discussed below have been formulated 10
provide a better ating of joint-prod

- Brown & Giarratani (1979) have countered several of Gerking's specific criticisms and

recommendations, but not his general concem about the need 1o identify n best esumation
approach under conditions of randam error in the 1-O daabase (see Gerking, 1979).

- The review of CGE models is purposefully brief because of the vecent review by Shoven &

Whalley,

. Another indication of this complemenuarity is provided by Shoven & Whalley's survey

which indicates that a majority of CGE models used for tax lysis have their prod
components based on 1-0 data (sec, e.g., Ballard et al., 1985),

. One of the major explanations be offered 15 that it is inappropriate 1o make a simple

comparison of man-hours between the USA and other countries, It is necessary to adjust for
the quality of labour due to the relatively greater amount of ipvesrtment in human capital
in the USA. A secand explanation is the importance of intermedi goods in

overall factor ities. This analysis was updated ta include the role of energy resources
by Hillman & Buliard (1978). 1-O hes received frequent use in studies of trade (see Bruno
el al., 1970; Melvin, 1982; and the many studies discussed in Bulmer-Thomas, 1982).

The obverse of this application is the frequent use of 1-O for strategic military planning.

- 1-0 multipliers also differ according to the scope of secondary effects included (see the

briel’ di ions in the sections op Extended Models and Regional Applicatios, as well as
the extensive discussion in Richardson, 1985),

. Since 1-0 is devoid of ideological content, it is used extensively in capitalist and socialist

countries alike,

. This conclusion should, of course, be tempered by consideration of product quality changes,

or the introduction of new materials and producis.

- Structural decomposition anslysis is a general category that encompasses muliplier decom-

position analysis (discussed sbove) as » stanc specinl case.

. Other studies bave considesed stability versus change in 1-O coefficients in general (see,

e.g., Leontief, 1953; Vaccara, 1970; Barker, 1975; and Sevaldson, 1976). The only general
statement that arises from these studies is tha coefficients are relatively stable in the short
term, but change over long peniods of time; and that the degree of stability is refated to the
extent of aggregation of duta.

Some of these were covered in our discussion of fixed 1-O coefficients in section 3 of this
paper.

The fi I of the ded d d choice model is straightforward. Ordinary 1-0
structural coefficients are wransformed 1o the more genernl activity analysis convenuon, a
constraint equotion is added for each primary factos, and o slack vanabie added for every
prmury factor and Sinal goed. The supply choice mode! sdds additional activies only.

30.

31

32.

33.

34,

35.

36.

37

38,
39.

&

40.

. Actually, the backward hnksge is less salid than usually rep
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d, smace it
lity of ratios under periods of expansion ignores capacity Em.:ungu.
ﬁ“». MM.M.”W. .Mu— hwo“. the &cnﬁﬁﬂ“ 1-O discussed in other scclions of this paper are
an outgrowth of regional investigations, We confine ourseives here to a discussion of those
aspects of 1-O that are intrinsically regional. The reader is also referred 10 the bibliography
of regional and interregional models by Giarratani et al. (1976).
Further work on the disaggregation of the houschold sector ai the regional level has been
done by Madden & Batey (1983), Batey (1985, van Dijk & O&E&nﬁm (1985), Batey,
Madden & Weeks (1986) and Rose & Beanmont (1988) (see also the section on Extended
ve).
H.M.MWM&MSW been made to improve op the :Kn_-n,nwa use of the F»m Bn::&.w«. using
primary data and information gathered from industrial experts to estimate coefficients that
showed the largest amount of instability over time, wﬁ:.xw, & Waelbroeck (1963) used the
RAS method in conjunciion with suppl ry infor , and found that the results
were bener than those from using the RAS method alone. Other tests, wcﬂ»@: have not
been as encouraging. In comparing the 1967 US table with one derived using RAS, Miernyk
(1975) found the mean percentage diffcrence between the two was 120.9%. When
coefficients for nine of the 84 seciors in the actual 1967 table were Eun:o.n. and uun
remaining coefficients calculated using RAS, the mean pe; ge difference [
131.3%.
tested the LS model using Japanese data (1969). Later she developed the
Mn_wn_nmxm.._ Mwﬂc. sec also, Polenske 1 al., 1972; and Rodgers, ._ 973) which nmu&u.m of a table
of input coefficients and a companion tabie of trade coefficients no._. 44 regions &.. the c.w?
Most of the regions are E&—.Ev:w_ —..nE.Mw. bul some aggregation was required since
ation data were not available for all states. . o
mmn”wmo% framework was also coupled 1o othes model forms: Evaas (1973) linked it with the
Chase Econometric Mode! to improve farecasting ovEQ.. No-E. Cc.wshvvwﬁﬁznﬁn
y is with linesr progr ing 10 analyze optimal envir n ; ds; en-
avhw__mn_.gov placed the 1-O mods! in the broader context of micro-simulation 10 examine
the effect of wage and price changes,
This failing is not fined -ﬂ -0 el
etric models as well (see Portney, . . . )
Mo%nahﬂn”naan&u have uom been limited to the USA. The reader is: referred to Vicror
(1972), Canada; Hertog & Houweling (1976), Tbe Netherlands; and Thoss (1976),
M_M_.“uhwu_g of these themes is ‘net encrgy asalysis', which compares the energy produced
by a process with its direct and mdirect energy mpuls. This construct helps 1o reveal cases
tn which an economically visble alternative also may resalt in 8 et negative energy yield.
Qutcomes such as this, and overall concern with energy scarcity, have led Gilliland (1975)
and others to suggest the usefulness of an ‘encrgy theory m.m value'. The 1-O ?n:ﬁﬁw_.r has
been offered as an appropriate means of exploring this idea, though' most economists are
] factor theorics,
Mnﬂuﬁ“ﬂﬂ“ﬂt«e:g is likely to be accentusted in furse applications of 1-O 1o Tesource
problems. This is the umque fearure referred 10 a5 the "comulauve output effect’. It means
that, ceteris paribus, the umt cost of extracting a ao._-s_.nssznn resource increases over time
as successively Jower quality deposiis arc mined. .052,. (1970) 5.2.2_ this phenomeson n
explaining the overall increase in input non_.mn.uamn in the mining sccrors of the US
economy. Methodologically, this principle makes input coefficients in many resourte
industries especially unstable, and has an important beanng on forecasts of mineral demand
¢ Penner (1981
M.“w:“.“ﬂoun”u“w#_”n %niwu w«nvﬁw Bureau of Economic Analysis (1984). That volume alse
comains a list of BEA publicauons relating to 1-O (see pp. 78-79),
Actually, the first national 1-O rable construcied by a US Government ».nn_xu” (alsa JFMV
was benchmarked 10 1939, We have not discussed it because it was not an “official’ US
table. That table, plied under the gwidance of Professor Leontief, 13 published i the
second edition of tus first book on 1-O (see Lrontief, 1951)
The 1977 US Input-Output Tables are available in different sizes. The version published
n The Survey of Current Business includes 85 intermediate sectors and three vajue-added

models. It holds true for standard
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components, while the other two sets include 366 and 537 industr d i
respectively. 7 TR
41. Member countries of the Council for Mutual E ic Assi (CMEA), ¢

eatirely of socialist countries, have developed the Sy i

2 M:os:._-u w:vm. as their Scbaﬂv.i of Sman? GRS s b et Besgory,
- oeveral other nop-survey methods were discussed in the section on Regional and 1

regional 1-O Models. We confine our antention here 1o the two 5%. widely .“..u.nnm.
wma.v:_.nzﬂm methods. q.wn first of these methods was developed under the direction of
ajamin wmucnn.- and utilizes the Chenery-Moses non-survey method of ‘regional purchase
.nﬂanngn.nuhu 'y 1?“&. in this case, are puted by istical analysis of wansportation data,

second met known as IMPLAN, was developed under the direct
Lofting and Gregory Alward. It is wﬂ&.ou the 1.\_"”«._._ a pool techoiq ! Mﬂnﬂm

1 que,

d by ive data on establish from b da ; :
: ta services and on regional

accounts from v: Th d o o
1983). FOm vArious gov ¢ two methods wre comg in Stevens et al,
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1. Introduction

The macroeconomic impacts of climate change mitigation policies are controversial
among both scholars and the policy-making community. Results range from predictions of
severe economic harm to significant overall economic gains. Given the unresolved nature of this
debate, this paper seeks to shed light on it by evaluating a wide range of macroeconomic studies
through a meta-analytic approach. Meta-analysis is a method for evaluating a cross-section of
studies on a given topic, and evaluating the impacts of assumptions, input variables and
modeling approaches on the overall findings of the studies. In essence, meta-analysis is a study
of studies (Borenstein et al., 2009; Lipsey and Wilson, 2001).

The purpose of this paper is to refine techniques to evaluate the relative influence of
assumptions, input variables and macroeconomic linkages on a wide range of macroeconomic
studies of climate change policy. Repetto and Austin (1997), Barker et al. (2002), and Barker
and Jenkins (2007) have recently performed meta-analyses to evaluate several macroeconomic
studies in this area. This paper expands upon that foundation by evaluating a broader set of
studies (both national and sub-national) and using a broader set of techniques (including quantile
regression).

Section 2 of this paper provides a discussion of the key assumptions, causal factors and
modeling approaches that influence macroeconomic findings. The following three sections
include the standards of any empirical paper, detailing the data, methods and results of the meta-
analysis. Section 6 develops the meta-analysis further, through the use quantile regression
analysis, which is particularly helpful in explaining the effect of those economic assumptions on
subsets of the meta sample. Section 7 focuses on two key studies, and elaborates on how the
modeling methodologies, data and economic assumptions drive their results. Section 8
summarizes the contributions of the paper.

2. Factors Affecting Macroeconomic Impacts

The economy of a state, region, or nation is a complex mega-institution. It consists of the
interactions of millions of individual consumers and businesses, primarily through the workings
of markets. The macroeconomic linkages work not only through markets for goods and services,
but also through factors of production (labor, capital, and land and other natural resources).
Even the macroeconomy of a small state is likely to involve over a million businesses because of
cross-border trade.

For many years, macroeconomics was dominated by considerations of aggregate
components, such as production, consumption, investment, export/imports and government
spending. Over the years, there has been a growing appreciation of two considerations: 1) major
differences in production across sectors, and 2) the importance of microeconomic foundations of
macro relationships. These considerations are especially critical in evaluating the broader
impacts of climate policy. Most mitigation and sequestration policy options are sector-specific
(e.g., automobile fuel efficiency, renewable portfolio standards, and reforestation). Also, the
success of their implementation depends on behavioral factors that should be taken into account
in policy design (e.g., the extent of the response to a market signal like a tax or subsidy).



Each mitigation/sequestration option would ideally be linked to appropriate variables
beyond its narrow on-site application. These linkages help determine the potential effect on
investment, the implications for prices, and the effects on other markets in general. The outcome
of this process is best measured in terms of changes in key macroeconomic indicators, such as
gross domestic product (GDP) or gross state product (GSP) and employment.

2.1 Causal Factors

Below, we explain how key factors influence the macroeconomics of climate policy
options. The first set of causal factors relates to macroeconomic linkages. If a policy option
requires capital investment, such as energy-saving equipment, it makes a significant difference
whether the investment funds are additive to the geographic area or whether they offset ordinary
investment in plant and equipment or ordinary consumption. If they are additive (e.g., if they
attract investors from outside the region or from increased savings within its boundaries without
somehow reducing consumption there), they will, all other things equal, have a stimulating effect
on the economy. If they displace other investment, the effect is unknown. It could be positive if
this investment calls forth greater productivity increases than the investment that it displaces, but
it is equally likely that it will have a neutral or negative effect.

Note also that the various direct positive or negative stimuli of such investments have
ripple, or multiplier, effects. That is, increased production of energy-saving equipment will
require successwe rounds of upstream demands for inputs into the supply chain of the production
process.' This is also true of any downside effects. The multiplier can be more than three times
the impact of the direct effects for the nation as a whole and a factor of two for an average-size
state. However, other considerations are likely to mute its influence.

Cost savings or cost increases associated with a policy option also have multiplier effects
that spread throughout the economy. This succession of cost pass-throughs moves in the same
direction as the initial stimulus or dampening effects. Savings should result in decreases in
overall production costs, and hence in prices, in sectors where the product is used directly and in
turn in all downstream sectors dependent on the product indirectly. Cost increases move in the
other direction. However, it is important to emphasize that costs or savings are not typically
passed through entirely to the next round, with the extent depending on the degree of competition
in the industry. Typically, sectors with higher competitive pressures are less likely to be able to
pass any costs or savings onto their customers. Also, regulated industries may not be able to
pass on cost changes or will only be able to do so with some time delay.

Various offsetting effects exist in relation to the implementation of climate policy
options. For example, an option that promotes energy conservation, such as household appliance
efficiency, even if it involves cost savings, will have a dampening effect through a decrease in
demand for electricity. In a similar vein, some policy options increase the demand for one
product and therefore have a stimulating effect, while decreasing the demand for its direct
substitute. Interestingly, energy conservation has another unusual aspect, often referred to as the
“rebound effect.” This refers to the fact that an increase in vehicle fuel efficiency, for example,
makes it cheaper to drive, and hence stimulates the demand for gasoline, thereby partly offsetting
the initial GHG reductions. Studies indicate that this rebound effect is on the order of 15%-20%



(see, e.g., Greene et al., 1999; Maggioni, 2008). It can be interpreted as an increase in cost per
unit of emissions reduced, and has an effect on aggregate demand for gasoline in relation to other
goods and services.

Another causal effect results from assumptions regarding the manner in which tax or
auction revenue is spent. This consideration relates to whether or not the revenues obtained from
auctioning of emission permits or establishing a carbon tax are used to reduce an existing,
distorting tax, such as a sales tax. Another expansionary use is the application of these funds for
research and development in lowering the costs of climate policy options in the future.

Other potential influences on macroeconomic impacts are more idiosyncratic. These
relate to certain types of policy options, such as the use of nuclear power, which typically
represents a relatively expensive option. Another relates to the displacement of domestic, or
within-state/region, electricity generation.

Finally, the type of model used to analyze the macro impacts has an effect on the
outcome (see below). Likewise, the data utilized will have a major effect. In this analysis we
distinguish between primary data from actual operating experience, data obtained through a
stakeholder consensus process, data from individual engineering/policy design, and secondary
(published) data (see also the following section). It is not clear at the outset whether these
various origins of data have positive or negative effects on macro impacts. Our formal statistical
analysis helps provide some insights, however.

2.2 Macroeconomic Modeling Approaches

Three major types of models are typically used to analyze the macroeconomic impacts of
climate policy. The most basic is input-output (I-O) analysis. I-O, in its most fundamental form,
is a static, linear model of all purchases and sales between sectors of an economy, based on the
technological relationships of production (Rose and Miernyk, 1989).

I-O models are widely applied, in part because they are inexpensive to construct and easy
to use. At the same time, they are very limited. The basic model is static and unable to perform
any forecasting, or to factor in technological change without serious modification. It also
represents a linear view of the world. The basic units of analysis are sectors, and thus this model
does not contain any behavioral content regarding the motivations of individual decision makers.

Although the I-O approach has a very sound basis in production technology and is based
on extensive primary data related to purchases and sales of individual businesses, it completely
omits the real workings of markets and prices. Also, I-O model calculations typically work in a
unidirectional manner-- the multiplier process will automatically move in the same direction as
the initial stimulus. Any offsetting, rebound, or substitution effects must be explicitly entered
into the model. Most I-O models used in the United States today are constructed from the
Impact Analysis for Planning (IMPLAN) system (MIG, 2010), which provides a complete data
set of county- and state-level economic indicators and computer algorithms for generating non-
survey-based I-O tables from a national table. Examples include Bezdek and Wendling (2005)
and Pollin et al. (2009).



Computable general equilibrium (CGE) models are based on the decisions of individual
producers and consumers in response to markets and prices within the bounds of explicit
constraints on the availability of labor, capital, and natural resources. These models build on the
I-O model’s strengths (e.g., sectoral distinctions, full accounting of all inputs) and focus on
interdependence, since a major source of data on which these models are built comes from I-O
tables, but overcome many of its limitations (Rose, 1996).

CGE models automatically incorporate such considerations as substitution and rebound
effects, and require only minor modification to ensure that investment addition/displacement is
adequately analyzed. Still, these models have some shortcomings, such as the assumption that
the economy is always in equilibrium, which smoothes out the adjustment process (i.e., tends to
minimize adjustment costs). Most CGE models are custom-built, with a good deal of variation
in the functional forms of the production and consumption relationships and closure rules
(account balances in terms of endogenous and exogenous considerations). Example applications
include Hanson and Laitner (2006), Oladosu and Rose (2007), Roland-Holst and Kahrl (2009),
and CRA (2009).

Macroeconomic (ME) models cover the entire economy, typically in a “top-down”
manner, based on aggregate relationships, such as consumption and investment. This model type
usually has the advantage of a forecasting capability, and more modern versions have multisector
detail. While this approach typically includes price variables, the behavioral responses are not as
detailed as in a CGE model. Also, most ME models focus on aggregates, and thus one needs to
carefully link policy options to the appropriate macro variables. These models are based on a
statistical estimation using time series data, and therefore are considered more accurate than I-O
and CGE models (which are based on single-year “calibration” and also on various down-scaling
adjustment methods when one moves below the national level to the regional or state level).
Most ME models are based on published data made available by the U.S. Department of
Commerce. Regional Economic Models, Inc (REMI) constructs the most popular version of
these models. Applications of the REMI model include Rose and Wei (2010).

3. Data

Meta-analyses have proven to be particularly robust in illuminating the influence of
analytic methods on their results. While individual analyses focus on the impact of a study and
its precipitant causes, meta analytic methods can bring to light the effect of assumptions made by
researchers in studies on a given subject.

Given the fact that there is significant debate among scholars and policymakers regarding
the potential macroeconomic impacts of changes to a national or regional economy in combating
climate change, meta-analytic methods can be useful in navigating through the discourse. This is
because the method uncovers more than simply cause and effect; it shows how the base
economic and behavioral assumptions made by researchers influence that relationship.

The data for the meta-analysis presented in this paper is a comprehensive set of recent
climate impact studies that examine the impact of either state or national climate change



mitigation measures on macroeconomic performance in the U.S. This is typically measured as
either an increase or decrease in gross domestic/state product (GDP/GSP) or employment. Our
analysis is broad in scope, as studies include a wide array of academic and research-related
organizations.

In selecting relevant studies, a series of standards must be met in order to ensure that we
evaluate equivalent or competing studies. Studies must evaluate the impact of a climate
mitigation or sequestration measure or policy on a state, regional or national economy within the
United States. Studies must evaluate the impact on GDP/GSP. This excludes studies that, for
example, evaluate only the potential for growth within one sector of the economy, such as green
jobs. This also excludes partial equilibrium analyses. These criteria caused us to reduce
significantly the number of studies originally considered.

Moreover, some studies are more broad or comprehensive in scope than others, which
necessitates another level of scrutiny. Some studies analyze dozens of disaggregated policy
options separately (e.g. land-use policies versus demand-side management). Moreover, others
analyze only one broad policy option (e.g. national cap-and-trade or regional carbon tax). Given
this, we endeavor to analyze only the most consistent level of scope possible. For those studies

Table 1. Studies and Observations Included in the Meta-Analysis

Study Name Number of Observations Satisfactory
Considered Observations

ACEEE (Virginia)
ACEEE (RGGI)
Bezdek and Wendling
Chamberlain

ERCOT

McKinsey

Hanson and Laitner
MISI (North Carolina)
MISI (South Carolina)
CRA (US)

CRA (Florida)
Oladosu and Rose
Paltsev et al.

Pollin et al.

Ponder et al.
Roland-Holst and Kahrl
Rose and Wei

Ross et al.

SAIC

BHI

Total
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that analyze a large set of disaggregated policy options, we include up to five of their most cost-
saving or cost-incurring policy options. If they also include an analysis of the sum of all policy
options, we include that case as an additional observation. Table 1 above summarizes the
observations included in this analysis from each study evaluated.

4. Method of Analysis

Meta-analysis typically makes use of quantitative regression analysis. The focus of the
macroeconomic results is on changes in state or national product.

Analytic equivalence is particularly important in meta-analyses (Lipsey and Wilson
2001). This is because studies that are aggregated within the meta-analysis may have originally
been focused on a specific level of analysis. For example, one study may suggest that a
particular sequestration measure will have a positive impact of 10,000 jobs to the state of South
Carolina, whereas another study may provide results that a particular sequestration measure may
have a positive impact of 150,000 jobs on the national economy. Therefore, the dependent
variable in this analysis is measured in terms of percent change, provides a measure of
equivalence between state, regional and national macroeconomic impacts. This method of
equivalence has been consistently applied in past meta studies of climate impact analyses
(Barker et al. 2002; Barker and Jenkins 2007).

Furthermore, to ensure accurate accounting, when percent change figures were not
available, we converted impact levels figures into percent changes using the GDP/GSP
forecasted for that study’s terminal year. If an official forecast was unavailable, we generated
our own forecast using Holt’s Double Exponential smoothing method. For the two observations
for which this was necessary, the forecast correctly identified 97 and 99 percent of the variance,
respectively.

As can be seen from Figure 1 below, there is a significant amount of variance in our
dependent variable. At the extremes, a report by McKinsey and Company (2009) finds that there
will be a positive impact to the US GDP of 2.8 percent, whereas the Beacon Hill Institute (2008)
finds that there will be a negative impact of 5.12 percent to the South Carolina GSP, among
equivalent cases. On the average, there is a negative 0.76 percent impact to GDP/GSP among
equivalent cases.

The independent (regressor) variables for the analysis stem from the structure of the
individual study designs. Each of these major variables is discussed in Section 2 and summarized
in Table 2. The major independent variable in the analyses that does not usually stem from
assumptions made by the researcher is Positive Costs, which is typically borrowed from outside
sources, such as stakeholder groups or cost-engineering data, as discussed above. Table 3
summarizes the descriptive statistics of the data.
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Table 2. Variables Analyzed in Meta-Analysis

Variables Analyzed

Definition

Positive Costs

Substitution Effects
Investment Addition

Offsetting Effects

Revenue Recycling

Electricity Displacement

Nuclear

Costs refer to the value of resources incurred in operating a mitigation or
sequestration option or set of options. Zero values of this variable represent cost
savings, where actions more than offset any positive expenditure. Cost estimates
are taken as presented in the studies analyzed. Some are provided through the
stakeholder process, or some alternative collaborative process. Others are based on
cost-engineering analyses (by the author of the study or derived from secondary
sources) or syntheses of the literature. Note that these are not impacts or results of
the study in question.

This indicates whether the modeling effort includes the possibility for substitution
across inputs, or if cost savings may be used to stimulate other spending.

This refers to whether investment in mitigation or sequestration options is additive,
or offsets ordinary investment in the region or nation. )
Offsetting effects are tertiary economic impacts (other than investment and
substitution) that may displace the direct cost or employment impacts of the
mitigation option.

Revenue recycling refers to whether the model has accounted for the respending of
particular tax or auction revenue stemming from the implementation of a policy
option. Such uses include return to ratepayers as a lump-sum transfer or offsets of
other taxes.

This indicates whether the policy option causes a displacement of electricity
generation with the state (or nation). This occurs for example, when local
electricity generation is displaced by electricity imports from neighboring states.
This indicates whether the policy option contains a mechanism for the utilization of
nuclear power.

Table 3. Descriptive Statistics

Variable Mean Min Value = Max Value
Percent Change GDP/GSP -0.76 -5.12 2.8
Positive Costs 0.59 0 1
Substitution Effects 0.67 0 1
Nuclear 0.35 0 1
Investment Addition 0.46 0 1
Offsetting Effects 0.92 0 1
Revenue Recycling 0.16 0 1
Electricity Displacement 0.72 0 1




5. Results
5.1 Reduced Form Statistical Model

We apply meta-analysis, which uses the individual study data inputs, assumptions,
background characteristics, and outcomes themselves as observations in a multivariate regression
analysis. This approach has proven very successful in the past in explaining the economic
impacts of climate policy at the national and international levels (Repetto and Austin, 1997;
Barker et al., 2002; Barker and Jenkins, 2007).

The main results of our meta-analysis are presented in Table 4. Our dependent variable,
the percent change in Gross Domestic Product/Gross State Product, is a continuous variable. All
other independent variables are binary, taking a value of “1” if the assumption or causal factor
was included in the analysis, and “0” otherwise. For example, Positive Costs takes a value of
“1” if an official stakeholder group or engineering analysis indicates that the policy option will
incur a direct positive cost (at the site of its implementation) on the state or national economy,
and “0” if they indicate that it will incur a negative direct cost. One limitation is that only half of
the studies actually listed the dollar cost or saving of the option(s) they analyzed, so this variable
had to be coded as just positive or negative, which does not allow for as finely grained a
delineation of the effect of this variable.

Note that for some studies we included the analysis of individual options, as well as the
total package of options, typically a state or national climate action plan. Still, only a portion of
the set of studies included all of the variable values, which limited the number of overall
observations to 37.

Past meta studies (Barker et al., 2002; Barker and Jenkins, 2007) had nearly 50 times
more observations than our meta-analysis. However, these past studies are spurious in providing
causality between a model’s assumptions and overall output because they rely on only a handful
of studies and use all outputs from those studies (most of them just sensitivity test of the basic
analysis) as separate observations in the meta-analysis. This leads to a disproportionate
weighting between studies within the overall meta sample, to the degree that one or two studies
can provide nearly 50 percent of all observations for the entire meta analysis. When this is the
case, there is hardly any variability among regressors, because the assumptions of one or two
studies become dominant throughout the entire sample.

Our selection method on the other hand, overcomes this problem. Despite the fact that
our overall number of observations is fewer than past meta studies, it gives nearly equal weight
to all studies, and independent variables are not skewed toward those studies that provide the
largest percentage of the overall sample.

Our meta-analysis began with nearly 20 variables present in the studies that could be
quantified as binary variables for estimation in the model. As is often the case, not all of those
quantified variables were statistically significant, and in some cases, their presence caused issues
of multi-collinearity. In statistical analyses, this problem exists when two or more variables are
highly correlated with one another, and thereby bias the results of the analysis. As a resul,



simplifying changes in the estimating equation were necessary, and the method most appropriate
was forward stepwise regression, which maximized statistical significance and explained
variance, while minimizing collinearity.

Two models are presented in Table 4. Model 1 is the most parsimonious, a reduced-form
model with four key explanatory variables. Each of the four variables is statistically significant
at the 95% confidence level. The first regressor is a measure of Total Costs or Savings of a
policy option or sum of options. It is determined exogenously by a collaborative stakeholder
process, by cost-engineering data, or by some other process, and is usually not a direct
calculation of the study. The variable takes a value of “1” if the policy option was identified to
have a positive direct cost, and a value of “0” if the policy option was identified to incur a
negative direct cost (savings).

Table 4. OLS Regression Analysis of Percent Change in GDP/GSP

Model 1 Model 2

Positive Costs -0.75* -0.7*
(-2.31) (-2.23)

Substitution Effects -0.81%* -0.40
(-2.59) (-1.31)
Nuclear -1.54%* -1.56%*
(-3.84) (-3.54)

Investment Addition 0.75* 0.67
(2.13) (1.92)
Offsetting Effects -1.51**
(-2.85)

Revenue Recycling 0.26
(0.56)

Electricity Displacement -0.12
(-0.40)

Intercept 0.43 1.59

R? 0.58 0.66
F-statistic 10.06** 7.41**

** o< 0.01, * a < 0.05, t-values in parentheses, based on White’s robust standard errors.

causal factor was included in the analysis, and “0” otherwise. For example, Positive Costs takes
a value of “1” if an official stakeholder group or engineering analysis indicates that the policy
option will incur a direct positive cost (at the site of its implementation) on the state or national
economy, and “0” if they indicate that it will incur a negative direct cost. One limitation is that

fuels). Investment Addition is a binary regressor, which takes a value of “1” if the parameters of
the study are such that, investment in GHG mitigation policies are additive to the economy. This
parameter takes a value of “0” if they are assumed to displace existing investment. Nuclear is
binary as well, and takes a value of “1” if the study includes nuclear as a policy option for
meeting mitigation targets. Model 1 has relatively strong summary statistics as indicated by
the coefficient of determination (R?); the model explains almost 60 percent of the variance in

10



economic impacts on GDP/GSP across all cases analyzed. The model also has a strong F-
statistic, indicating that the model has included a proper set of independent variables.

The inference that can be drawn from Model 1 is that climate mitigation measures that
are identified to be cost-incurring result in generally negative impacts to a state or national
economy. On average, policy options that are assessed positive costs result in a % percentage
point decrease in GDP/GSP, holding all other variables constant at their mean. On the other
hand, this also indicates that policy options identified as cost-saving achieve a direct positive
impact of % percent on GDP/GSP, on the average.

The other two coefficients of Model 1 pertain to modeling assumptions inherent to a
study’s macroeconomic analysis. On average, policy options from studies that include
substitution effects produce a 0.81 percentage point decrease in GDP/GSP. On the other hand,
policy options from studies that include investment addition as a modeling assumption lead to,
on average, a % percent increase in GDP/GSP. One inference that can be drawn from these
results is that investment in climate mitigation technology, when additive to a state or national
economy has a stimulating effect that, in studies analyzed, is almost large enough to overcome
the costs associated with substituting toward more costly and less carbon-intensive forms of
production.

Another inference that can be drawn from Model 1 is that the use of nuclear electricity
generation in a state, regional or national mitigation policy can dramatically push the overall
macroeconomic impacts in a negative direction. Studies of mitigation policies that include
nuclear find on average, more than a 1.5 percent drop in GDP/GSP overall with the coefficient
being highly significant. There are potentially two reasons for this. First, nuclear power is a
relatively expensive policy option, and as such would otherwise be expected to raise costs and
have a negative impact on a state’s economy. Second, studies that commonly show negative
impacts tend to include this option. Whereas the first reason is intuitive, our analysis also
supports the second. Cross tabulation indicates that of the 37 observations in our analysis, 13
included nuclear. Of those 13, 10 cases were from observations that generated negative impacts.

5.2 Extended Form Statistical Model

Table 4 also provides the results of an extended form linear model. Model 2 includes
three additional regressors, Offsetting Effects, Revenue Recycling and Electricity Displacement.
These three are also binary regressors. Offsetting effects takes a value of “1” if these effects are
included in the study. Revenue recycling takes a value of “1” if the model allows for tax or
auction revenue generated from the policy option to be returned to ratepayers. Electricity
displacement takes a value of “1” if the model allows for the displacement of generated
electricity from neighboring states or across state lines.

The extended form model (Model 2) retains much of the same inference of the reduced
form model. Three of the original four regressors remain roughly equivalent in magnitude and
statistical significance, with the exception of Substitution Effects, which is suppressed in both
magnitude and standard error. One possible cause for this is potential collinearity between added
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regressors of the extended form model and Substitution Effects. This was evaluated however,
and there exists a small degree of collinearity between it and Offsetting Effects (p=0.42);
however this was not of sufficient magnitude to warrant elimination from the model.

Offsetting Effects have a significant and negative impact on GDP/GSP (-1.51 percent) on
the average, holding all other variables constant at their mean. As discussed above, offsetting
effects can often have dampening impacts on the demand side. Revenue recycling on the other
hand is positive but usually not significant. Intuitively, policy options that return GHG tax or
GHG auction revenue to ratepayers will have less of a dampening impact than those that do not;
however, only 6 (of 37) observations include revenue recycling, and 5 of those 6 observations
also include offsetting effects?. Therefore, the coefficient is in the expected direction; however,
it falls short of statistical significance because of characteristics inherent to the sample.

The coefficient for Electricity Displacement is also in the expected direction; however, it
also falls short of statistical significance. Intuitively, the displacement of electricity across state
lines constitutes leakage, and can have a dampening impact on a state’s economy. It can also
have a slight stimulating effect on a state’s economy if imported electricity generates a savings
because neighboring states use more efficient production or cheaper fuels. In that case,
electricity displacement represents a cheap substitute and produces a savings. In our analysis
there are a total of 27 policy options that allow for electricity displacement. Stakeholder groups
identify 10 of those 27 (or 37%) to constitute cost-savings (negative costs). Because both of
these competing effects occur simultaneously and differ by context (state by state, or region by
region), this coefficient is not statistically significant.

6. Quantile Regression Analysis

The statistical analysis of climate impact studies provided here warrants further inquiry
through alternative statistical models. Frequently the most parsimonious statistical model
provides the greatest explanatory power, but scrutiny is warranted.

On occasion, researchers find themselves in the middle of intractable debates among
dialectally opposed camps. We believe this to also be the case for economic analyses of climate
mitigation policy. On one side, there are researchers who find that climate change mitigation
policies are potentially damaging to economic output or employment because they minimize the
economic incentives to utilize cheap fuels or production processes that are carbon and energy-
intensive. On the other side, there are researchers who find that climate mitigation policies can
be productive to an economy overall, because they can induce key capital investments,
technological improvements, and more energy-efficient outcomes.

Because of this natural schism among researchers, meta-analytic methods should evaluate
the sensitivity of impacts given the predisposition of the studies analyzed. To accomplish this,
we employ quantile regression analysis. To date, no comprehensive meta-analysis of climate
change mitigation policy includes this approach.
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Quantile regression is similar to Ordinary Least Squares regression in that there is a
continuous dependent variable evaluated asymptotically. However, rather than evaluate the
impact on the mean of that dependent variable given parameter changes in the estimating
equation, quantile models evaluate changes in the dependent variable at varying points on the
distribution of the dependent variable (quantiles) within that dependent variable’s range.

This allows us to evaluate the impact of macroeconomic assumptions on the full range of
economic impacts within our dependent variable. We can now evaluate the impact of modeling
assumptions (e.g. Investment Addition) on studies that find significant negative GDP/GSP
impacts separately from those that find significant positive GDP/GSP 1mpacts This means that
we can evaluate the impact of investment addition on studies within the 95™ percentile (or any
other) of GDP/GSP impacts, and not be limited to inference based on the “mean” climate
economic impact analysis of the ordinary approach.

For the sake of equivalence and comparison, we evaluate Models 1 and 2 via quantile
regression. The reduced form model (Model 1) is given by:

Q: (%AGDP/GSP) = a + pi(Positive Costs) + [o(Substitution Effects) + P3(Nuclear) +
Pi(Investment Addition) + & The extended form model (Model 2) is given by: Q.
(%AGDP/GSP) = o + Bi(Positive Costs) + [o(Substitution Effects) + Ps(Nuclear) +

PdInvestment  Addition) + pPs(Offsetting Effects) + [s(Revenue Recycling) +
P Electricity Displacement) + €.

The quantiles that we evaluate are T = (0.5, 0.25, 0.5, 0.75, 0.95), or the 5%, 25" median, 75"

and 95" quantiles, respectively.® Our results were produced using R-project software (Koenker
2010).
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The OLS models provided in Section 5, are more sensitive to outlying observations (e.g.,
BHI, 2008; McKinsey, 2009). OLS regression is, in general, more sensitive to outliers than
median quantile regression (t=0.5), because OLS minimizes the sum of squared residuals,
whereas median quantile regression minimizes the sum of absolute residuals. Figure 2 above
provides a quantile plot of our dependent variable. OLS regression would tend to sample less
heavily those observations along the intersection point-- about the 65™ percentile.

Table 5 provides the results for both the reduced and extended form quantile models.
The standard error estimation method for quantile models in R is typically considered to be more
accurate than in competing statistical software packages. Note that the estimation of our models
in Stata 10 yielded smaller standard errors and larger t-values for most coefficients and most T
parameters.

The variable Positive Costs is roughly equivalent in magnitude and significance to both
OLS models, at most quantiles. In both the reduced and extended form models, Positive Costs
have the largest and most statistically significant impact on extreme quantiles (t=0.5 and 0.95).
This indicates that climate change mitigation policies that are assessed positive costs by
stakeholder groups are less likely to result in negative macroeconomic impacts for studies that
find little to no change in the macroeconomy. This is intuitive. However, what is less intuitive
is why this coefficient remains large and significant at higher quantiles. The inference that can
be drawn from this is: some of those studies that generally find positive macroeconomic impacts
from climate mitigation policies still yield negative macro impacts from positive cost policy
options. This would tend to lend credence to those studies that have found overall positive
macroeconomic impacts, as this shows that their analyses are consistent with stakeholder
assessments but also conscientious to the fact not all policy options will result in positive macro
impacts.

On the other hand, the variable Nuclear, which is consistently negative, tends to be most
statistically significant and largest in magnitude at the lowest quantiles. When included in a
climate change mitigation policy, it is intuitive that nuclear electricity generation is a costly
policy option, mainly due to the liability and regulatory costs associated with its implementation.
The fact that it is large in magnitude and statistical significance for those studies that assess
largely negative macroeconomic impacts would tend to lend credence to those studies that
typically assess negative macroeconomic impacts. On the whole, those studies tend to favor
nuclear generation as a policy option, but they still attribute large negative macroeconomic
impacts to nuclear policy options. If the coefficients for Nuclear were significant at the 95
quantile, it would suggest that those studies that assess overall positive economic impacts are
most amenable to nuclear policy options. Although this is highly counterintuitive, the opposite,
which is equally counterintuitive, is affirmed by these results: those studies that assess overall
negative economic impacts are least amenable to nuclear electricity generation.

Evaluation of the coefficients for Investment Addition is also insightful. The quantile
regression results suggest that investment addition has the most significant and positive impact
for those studies that result in the most negative macroeconomic impacts. As mentioned above,
the impact from additive investment can go either way, because of its potential reciprocal
relationship with consumption. Additive investments that lead to efficiency gains that have
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dampening effects on the economy (e.g., lower demand for electricity or fuel) can still lead to
increased consumption in other sectors (e.g., building retrofits). It would seem, therefore, that
the assumption of investment addition has its most positive macroeconomic impact where the
most negative macroeconomic impacts are found. Its coefficient is both large and robust about
the lowest quantiles.

As discussed in Section 5 above, Offsetting Effects can also have both a positive and a
negative impact on the study’s overall assessment. These effects have the most robust negative
impacts on studies within the lowest quantiles, although they have robust negative impacts at
nearly all quantiles. Also of note, Revenue Recycling and Electricity Displacement carry the
expected sign in all but the lower quantiles. Although short of statistical significance, these
coefficients suggest that, where positive macroeconomic impacts are found, revenue returned to
consumers and ratepayers has a neutral or stimulating effect on the economy. They also suggest
that, where positive macroeconomic impacts are found, the displacement of in-state electricity
generation does not have a stimulus effect.

7. The Effect of Modeling Structure and Assumptions on Results

To illustrate the effect of macroeconomic modeling approaches, data, assumptions,
linkages, and macro impact results, we will elaborate on two key studies contained within this
meta-analysis.  One study yields negative impacts of climate change policy on the
macroeconomy, and the other yields some positive impacts. CRA International, under the
authorship of David Montgomery et al. (2009), performs the first of these studies. The study
examines the effect of the Waxman-Markey American Clean Energy and Security Act of 2009
(ACESA or H.R. 2454). It makes use of CRA’s multi-regional model of the U.S. known as the
Multi-Sector, Multi-Region Trade Model (MS-MRT), the Multi-Regional National Model
(MRN), and the North American Electricity and Environment Model (NEEM). The first model
is basically a combined CGE/econometric model, the second a multi-regional CGE model with
international linkages, and the third an electricity sector, technology-specific model. The first
two models have gone through significant peer review and are considered among the leaders in
the field. Any criticism of the results therefore must rest more on the data and assumptions used
and the manner in which macro linkages are specified.

Although the authors do perform sensitivity analyses, their basic energy data base
projections are highly dependent on the U.S. Energy Information Administration (EIA), which
has traditionally been considered to perform relatively pessimistic evaluations of energy
efficiency and renewable technologies. In addition, the analysts note some of the duplicative
aspects of the Waxman-Markey Bill that would likely increase its compliance costs.

Such findings are thus likely to call for greater scrutiny and a streamlining of what causes
unnecessary expenditures. The model essentially includes all of the major macro linkages.
However, assumptions relating to some of them are extreme, especially one on the crowding-out
effect of investment in mitigation and sequestration. The authors are also critical of the cap and
trade approach to implementing much of the legislation because it raises more uncertainty about
the future costs than would a carbon tax. An indication of the pessimistic nature of the key data
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input to the model is the CRA projection of the allowance price of $124/metric ton CO,e in the
year 2050.

Another study of the impacts of mitigation policy by Hanson and Laitner (2006), which
uses Argonne National Laboratory’s excellent AMIGA model, a state of the art computable
general equilibrium model of 21 world regions, to analyze the impact of refining technology
policy to reduce the investment requirements of meeting long-term climate stabilization goals.
The model is based on an extensive and detailed analysis of individual technologies in relation to
U.S. EPA studies. Again, it should be noted that EPA estimates are traditionally considered
more optimistic about the future costs of renewables and energy efficiency. The analysis focuses
on issues of investment levels and displacement, and how technology policy and mitigation
policy design can lower investment requirements to a very low level and can mute negative
impacts on GDP, so that they are trivial, and in some cases even positive. Thus, two excellent
models of very similar forms yield disparate results. The explanation must fall on differences in
data inputs and assumptions, including those that affect model parameter values.*’

8. Conclusions

Climate change mitigation policies, such as cap-and-trade, carbon taxation, renewable
portfolio standards (RPS), corporate average fuel economy standards (CAFE), low-carbon fuel
standards, aforestation measures, etc., are hotly contested within both the scholarly and policy
communities. Given this divergence, this paper has provided a meta-analytic approach to a
comprehensive sample of climate mitigation studies, to identify how data inputs, assumptions,
and causal mechanisms affect their outcomes. Key macroeconomic linkages were identified
throughout the sample of studies that explain how two (or more) macroeconomic analyses of
comparable policies can lead to fundamentally different predictions for the impact of those
policies. This paper also elaborated on the modeling methodologies used across our meta
sample, and how different macroeconomic modeling approaches (I-O, CGE, and ME) can lead to
fundamentally different results because of the differences between microeconomic foundations
of macroeconomic relationships.

This paper has also spoken to the divide that exists among scholars of climate mitigation
policy. On one side, climate mitigation measures are said to be ultimately damaging to the
macroeconomy because of their elimination of cheap fuels or negative externalities in production
processes. On the other side, climate mitigation measures are said to promote a more productive
macroeconomy, because they can induce key capital investments, technological improvements,
and energy-efficiency. A quantile regression analysis of a comprehensive meta sample was
performed, that highlights the nature of those assumptions and economic linkages across this
ideological divide.

Several key findings were provided. Those mitigation measures that are identified by
stakeholder working groups or cost-engineering reports as cost incurring (positive cost) policies
lead to an average impact of % percent reduction in GDP/GSP. These impacts become most
extreme at both ends of the ideological divide. Key economic linkages such as substitution and
offsetting effects, and investment addition were also evaluated. While investment addition has
an overall positive macroeconomic impact across all studies, its affects are most profound on
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those studies that assess negative macroeconomic impacts. And, nuclear power, which is
typically a high cost option, has its least negative impacts for those studies that find economic
benefits in climate mitigation measures.

It is important to note that one should not dismiss the findings of this paper as simply
stating the fact that assumptions drive results. Assumptions do ultimately have a significant
impact on results in macroeconomic impact studies; however, this paper has shown that those
assumptions often work in counterintuitive ways. Those economic assumptions that would
otherwise drive the most negative findings are often most key for those studies that reach the
most optimistic conclusions. And, the opposite is sometimes true. Moreover, our analysis has
identified the extent to which some assumptions are relatively much more important than others
in driving results.
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! In sophisticated models, these impacts are referred to as general-equilibrium or macroeconomic effects.

* Most studies are vague about the use of tax or auction revenues. Clearly recycling (whether in terms of lump sum
transfers or tax reduction) is more stimulating in the short-run than is the use of these revenues for deficit reduction.

3 See Koenker and Bassett (1978), Koenker and Hallock (2001) and Koenker (2005) for detailed descriptions of
quantile regression models.

* Note that some study results are due to the severe limitations of less sophisticated models, such as input-output
analysis. For example, Chamberlain’s (2009) analysis does not allow offsetting effects to the cost increasing effect
of mitigation options, such as the fact that any dampening effect will lower prices, thus causing some rebound in the
economy. This is similarly the case in I-O studies that indicate a positive impact of climate mitigation policy on the
macro economy, such as Pollin et al. (2009), which exclude offsetting effects that might somewhat offset these
impacts.

3 Other studies yield some important insights into the importance of individual state conditions, such as whether a
state is a major coal producer or importer. Rose and Wei (2006) analyzed the impacts of the displacement of coal-
fired electricity generation by a combination of a 20 percent renewable portfolio standard (RPS) and a shift to
natural gas-fired generation on the economies of each of the 48 continental states. The analysis was restricted in that
it analyzed high levels of coal-fired displacement of 33 percent and 67 percent. Moreover, it assumed that the RPS
mix projected for 2015 was an extrapolation from each state’s conditions at the time of the writing, rather at a least-
cost mix. In addition, gas prices were based on EIA estimates. Even with these data and assumptions that push the
results toward negative macro impacts, the report did identify ten states for which the move away from coal-fired
generation would yield overall positive macroeconomic outcomes. The distinguishing characteristic was not
surprising: major coal producing states typically were projected to lose, while states that do not have any coal
mining jobs to lose and for which geographic conditions favored renewables like solar and wind stood to gain. We
could not enter the “coal state” variable into our meta-analysis below because several jurisdictions in the various
studies could not readily be labeled as “coal” versus “non-coal” (e.g., the Susquehanna River Basin and the U.S. as a
whole).
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